FY 2011
Annual Report

In my report to you last year, I discussed four initiatives that I am undertaking as Director, Operational Test and Evaluation:
field new capability rapidly; engage early to improve requirements; integrate developmental, live fire, and operational
testing; and substantially improve suitability before initial operational test and evaluation (IOT&E). In this Introduction,

I report on the progress made implementing these initiatives, discussing several success stories as well as areas requiring
additional effort. I will first discuss key issues causing program delays in defense acquisition and the marginal cost of
operational testing. I will also include a discussion of operational test and evaluation (OT&E) interest areas, as well as a
summary of my monitoring and reporting activities on OT&E.

Additionally, I have included a new discussion in the Activity and Oversight chapter of this annual report containing my
assessment of significant issues observed in operational testing of systems under my oversight in 2010-2011. These issues, in
my view, should have been discovered and resolved prior to the commencement of operational testing. This new section also
provides my identification of significant issues observed in early testing of systems during 2010-2011 that, if not corrected,
could adversely affect my assessment of those systems’ effectiveness, suitability, and survivability during [OT&E.

PROGRAM DELAYS

In response to continuing comments by the acquisition community that testing drives undue requirements, excessive cost, and
added schedule into programs, I conducted a systematic review of recent major acquisition programs that experienced delays.
I examined these programs to determine the causes and lengths of program delays, and the marginal cost of operational test
and evaluation. The Under Secretary of Defense (Acquisition, Technology, and Logistics) (USD(AT&L)) had also chartered
a team to assess the acquisition community’s concerns regarding testing. The results of both studies indicated that testing
and test requirements do not cause major program delays or drive undue costs. Dr. Carter and I signed a joint memorandum
addressing these issues as well as other problems that were identified in the two studies, summarized below.

The USD(AT&L) study team found that tensions are often evident between programs and the test community and for the

most part these are normal and healthy; however, there is room for improvement in these relationships and interactions. Four

potential mitigations were identified:

» Stronger mechanisms for a more rapid adaptation to emerging facts

* A requirements process that produces well-defined and testable requirements

» Alignment of acquisition and test strategies (i.e., programs lack the budgetary and contract flexibility necessary to
accommodate discovery)

* Open communications between programs and testers, early and often, with constructive involvement of senior leaders

Causes of program delays

My review examined 67 major programs that experienced significant

delays and/or a Nunn-McCurdy breach. Thirty-six of these programs

experienced a Nunn-McCurdy breach and six of these programs

were ultimately canceled. (Two of the 36 Nunn-McCurdy programs

experienced no delays to their schedule.) We identified five categories of

problems that resulted in delays:

* Manufacturing and development (to include quality control, software
development, and integration issues)

* Programmatic (scheduling or funding problems)

* Poor performance in developmental testing (DT)

* Poor performance in operational testing (OT)

« Difficulties conducting the test (such as range availability, test
instrumentation problems, and other test execution problems)

Delays in conducting the test

Of the 67 programs, we found that 56 programs (or 84 percent) had
performance problems in testing (either DT, OT, or both) while only

FIGURE 1.
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to delays. Only one program had delays solely attributed to the test: the Army’s Force XXI Battle Command Brigade and
Below (FBCB2) operational test was delayed for one year because the test unit designated by the Army was deployed.
However, the delay of the IOT&E for the FBCB2 did not affect the deployment of the satellite communications version of
the system. The IOT&E was conducted later on the original terrestrial communications system, which had been previously
shown to have poor performance in early operational tests. Figure 1 shows the distribution of the types of delays that
occurred in the 67 programs evaluated. There were 158 instances of delays for the 67 programs in five categories (many
of the programs had more than one reason for delays). Clearly, programs are most often delayed because of the results of
testing, not the testing itself.

Length of delays
The length of delays for the programs examined varied from none (for two of the Nunn-McCurdy programs) to 15 years.
Thirty-seven programs were delayed greater than 3 years. The delays were measured against the most recent previously
published schedule; so, in a sense the total delay experienced is likely to be even longer relative to the original planned
schedule. Six of the programs were eventually cancelled, and one had its Milestone B approval rescinded.

Cost of Operational Testing
The DOT&E and USD(AT&L) studies noted that the marginal cost of operational testing is a small portion of a programs’
overall budget; however, the costs can be a large percentage of the budget in the year(s) in which testing occurs.
Because the operational testing occurs at the end of the development process, programs typically have fewer degrees of
freedom (and resources) left to resolve problems conducting such tests or correcting the problems they too often reveal.
Therefore, it is important for planning for OT to commence early, so that the necessary resources can be allocated at the
programs’ outset.

We evaluated marginal cost of operational test
30 and evaluation to programs as a percentage of
total acquisition cost. A review of 78 recent
25 programs in the Army, Air Force, and Navy
showed that the average marginal cost of OT&E
20 - is approximately 0.65 percent of the total
acquisition cost. Few programs that we reviewed
15 (7 out of 78) required more than 1.5 percent
of program acquisition costs for OT&E. For
those programs with above average OT&E
costs, a relatively low program acquisition cost
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MARGINAL COST OF OT&E RELATIVE TO PROGRAM ACQUISITION COST Figure 2 shows the distribution of the marginal

cost of OT for the 78 programs we examined.
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In addition to the DOT&E and USD(AT&L) studies, the Decker-Wagner report commissioned last year by the Secretary
of the Army, addressed the Army’s failure rate of initiating and then cancelling new development programs. The study
found that between 1990 and 2010, the Army terminated 22 Major Defense Acquisition Programs (MDAPs), and that 15
of those terminations occurred since 2001. Further, excluding the Future Combat System (FCS), the Army spent more
than $1 Billion per year since 1996 on programs that were eventually cancelled before completion. The study cited many
reasons for the failed programs including unconstrained requirements, weak trade studies, and erosion of the requirements
and acquisition workforce. However, none of the reasons cited included test and evaluation (T&E). In fact, in my opinion,
earlier and more robust T&E would have revealed problems and solutions earlier when they would have been less costly to
fix or allowed decision makers to cancel or restructure programs and avoid wasting billions of dollars.



PROGRESS ON DOT&E INITIATIVES

1. Field new capability rapidly.
Providing new and better equipment to our fighting forces as quickly as possible remains a top priority for the Department.
Each Service operational test agency has developed methods for rapidly evaluating systems fulfilling urgent operational
needs, including combining testing with the training of the first unit to be equipped and conducting quick reaction
assessments. Examples of rapid acquisition programs that underwent tailored, yet rigorous live fire and operational testing
this year include upgrades to the Mine Resistant Ambush Protected family of vehicles, the Stryker Double-V Hull, the
MQ-9 Reaper Unmanned Aircraft System, the MQ-1C Gray Eagle Unmanned Aircraft System, the Mk 54 and Mk 48
torpedoes, and the Enhanced AN/TPQ-36 (EQ-36) Radar System.

One consequence of rapid fielding is that systems can be committed to combat operations before IOT&E and full-rate
production. Under that circumstance, Congress requires DOT&E to submit Early Fielding Reports. In FY11, DOT&E
delivered four such reports: the MQ-8B Vertical Take-off and Landing Unmanned Aerial Vehicle (Fire Scout), Navy
Multiband Terminal, Precision Lethality Mk 82 Bomb, and the Mk 48 Torpedo. These Early Fielding Reports were also
provided to the Services to support their fielding decisions and to the combatant commanders to make our joint forces aware
of the capability these systems do and do not provide.

The Joint Test and Evaluation (JT&E) program, established in 1972, continues to provide rapid, non-material solutions to
operational problems identified by the joint military community. DOT&E manages the JT&E program and executes it in
partnership with the Combatant Commanders. Products of the program include improved tactics, techniques, and procedures
(TTPs), revised operational architectures, and training packages. In addition to seven joint tests in FY'11, the JT&E program
conducted 14 quick reaction tests and one special project. A detailed discussion of these activities is provided in the JT&E
chapter of this report.

2. Engage early to improve requirements.

The Weapon System Acquisition Reform Act of 2009 recognized that “unrealistic performance expectations” and

“immature technologies” are among the root causes of trouble in defense programs. In addition, the USD(AT&L) study
referenced above concluded that “the requirements process is broken;” that requirements are not well conceived; too

many Key Performance Parameters complicated consideration of cost-design tradeoffs; the requirements process is slow,
cumbersome, and not flexible enough to change with discovery; and finally, that it suffers from inadequate definition of
anticipated operational environments and associated mission-oriented operational test requirements. The Decker-Wagner
study referenced above also cited unconstrained requirements, weak trade studies, and erosion of the workforce as causes

for many of the Army’s failed acquisition programs. To this end, DOT&E has four dedicated staff members working within
the Department’s requirements-setting process, the Joint Capabilities Integration Development System (JCIDS). This year
they participated on a Joint Staff task force to re-structure the JCIDS process, recommending implementation of a number of
changes. One example of needed change is that the rationale for requirements be rigorously stated and justified on the basis
of accomplishing missions in combat rather than on the basis of technical specifications. Throughout our participation in the
task force, we have consistently emphasized the need to have measurable and testable requirements related clearly to mission
accomplishment that will allow the test and evaluation community to provide timely and relevant information to decision
makers. DOT&E now provides advice on the testability and relevance of proposed requirements through participation on
Joint Capabilities Boards and is formally designated as an advisor to the Joint Requirements Oversight Council.

3. Integrate developmental, live fire, and operational testing.
Dedicated operational testing will always be required to provide relevant, credible evidence with inferential weight to
decision makers about the operational benefits of acquiring a new weapon system. That testing must be rigorous and
efficient; thus, to the extent possible, it should be integrated with developmental and live-fire testing in order to make early
and full use of all the data available.

The National Research Council Panel on Statistical Methods for T&E of Defense Systems has stated many times since 1998
that current practices in the Department do not take full advantage of the benefits available from the use of state-of-the-art
statistical methodology, including experimental design techniques. Thus, our testing is not as efficient as it should be. To
remedy this shortcoming, my office is working with other stakeholders to develop a roadmap institutionalizing the use

of scientific design and rigor in test and evaluation. The stakeholders involved include Deputy Assistant Secretary of
Defense (Developmental Test and Evaluation) (DASD(DT&E)), the Service operational test agencies, and the Service T&E
executives. The roadmap being developed is a multi-prong, phased effort that encompasses guidance and policy; education,
training, and software tools; case studies highlighting lessons learned; and pilot projects applying scientific design tools
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to solve current problems in constructing tests and evaluating their results. This year we also completed a study of the
military and civilian workforce demographics of the operational test agencies and the personnel within the acquisition
workforce designated as T&E career field in order to learn what types of training and education are necessary for the
workforce to implement these advanced experimental design and analysis techniques. The first phase of the roadmap
comprises case studies drawn from each of the Service operational test agencies providing examples and best practices
for experimental designs. We are developing a website that displays these case studies and lessons learned from T&E
using experimental design and analysis. Moreover, we have recently completed a guide to producing a rigorous and
comprehensive Test and Evaluation Master Plan (TEMP). The guide has specific instructions, examples, and guidance on
topics of interest that DOT&E requires in a rigorous TEMP. This guide will be hosted on the DOT&E website with a link
from the Defense Acquisition University website.

We are now beginning the next phase of the roadmap. We are working directly with each of the Service operational

test agencies to identify pilot acquisition programs in which challenging problems in test design and analysis have been
discovered. For these programs, we will provide statistical and experimental design expertise to develop solutions to
those challenging problems. We will solicit early involvement from the developmental test and evaluation (DT&E)
community so that the experimental design can encompass all phases of testing, thereby providing rigorous and efficient
integrated testing.

We have established research relationships with academic institutions that have excelled in the fields of statistics,
experimental design, T&E, and systems engineering. Together with the Test Resource Management Center, we are funding
a three-year research consortium comprising the Air Force Institute of Technology, Naval Postgraduate School, Arizona
State University, and Virginia Tech. Graduate research is being conducted on difficult statistical problems in T&E. The
research also provides published work on the use of design of experiments in DoD T&E and an academic pool of analysts
familiar with T&E to augment the current workforce.

A recent example of using statistical methodology and combining operational and live fire testing is with the Enhanced
Combat Helmet (ECH) test program. The Marine Corps will conduct a Full-Up System Level (FUSL) test of the ECH

in FY'12. The purpose of this test is to provide data to support an evaluation of the vulnerability of the ECH to realistic
artillery shell fragments. The test incorporates an array of ECH test articles in an operational layout to evaluate their
protection in a realistic environment. The Marine Corps will use the results of this test, along with other ballistic and non-
ballistic test results, to inform its procurement decisions. The ECH FUSL will provide valuable lessons for conducting
future FUSL tests of combat helmets.

4. Substantially improve suitability before IOT&E.
Our fighting forces need systems that are effective when needed, not just effective when available. Weapon system
reliability is a key factor in suitability; it is a primary driver of the operations and support costs of the system; and poor
reliability burdens on our combat forces with unscheduled maintenance, excessive logistics burden, and down time. The
timeline in Figure 3 below shows the steps the Department has taken to improve reliability, starting with a DOT&E
initiative in 2006 to improve the suitability of fielded systems. Following our initiative, the Joint Staff issued a Directive
making material availability a key performance parameter, the Army Acquisition Executive issued policy requiring
early incorporation of Reliability, Availability, and Maintainability (RAM) planning into their regulations and required
new programs to include reliability growth and testing, and we re-instated the Reliability Improvement Working Group.
The Defense Science Board on Developmental Test and Evaluation in 2008 found that the use of reliability growth in
development had been discontinued by the Department over 15 years ago, and that the solution to the resulting trend of
producing unreliable systems would be to ensure that programs are formulated and funded to execute a viable systems
engineering strategy that includes a robust reliability growth plan from inception.
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FIGURE 3.
TIMELINE OF EVENTS WITHIN DOD TO IMPROVE RELIABILITY



A system can be reliable but not suitable because
of safety, human factors, training, or a combination
of other factors. Conversely, a system could be
unreliable but still be suitable because failures
were easily repaired, there was redundancy in

the system, or the reliability requirement was
excessive. Figure 4 shows the cumulative scores
for effectiveness, suitability, and reliability for
systems on which we reported to Congress from
2006 to 2011 (a total of 52 reports). I scored each
of the 52 reports to Congress as “reliable” or “not
reliable” based on whether they met their reliability
threshold; 36 out of 52 systems were found to be
suitable while only 26 out of the 52 systems met
their reliability threshold. Notably, none of these
52 systems were ultimately cancelled.
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Reliability Program Standard
In 1998, the DoD cancelled Mil-Std-785B, OT&E Reports to Congress (Cumulative)
“Reliability Program for Systems and Equipment FIGURE 4.
Development and Production.” This standard was CURRENT TRENDS IN RELIABILITY
originally written in 1969 and last updated in 1980;
however, industry continues to follow the -785B methodology, which, unfortunately, takes a more reactive than proactive
approach to achieving reliability goals. In this standard, approximately 30 percent of the system reliability comes from
the design while the remaining 70 percent is to be achieved through growth implemented during test phases. In 2008, the
Defense Science Board stated that the DoD needed a standard that defense contractors can use to prepare proposals. A
new voluntary reliability standard was developed by subject matter experts drawn from industry, DoD, academia, and the
Services; the ANSI/GEIA-STD-0009. This standard was designated by the Deputy Assistant Secretary of Defense (Systems
Engineering) (DASD(SE)) the Reliability Program Standard for Systems Design, Development, and Manufacturing to make
it easy for program managers to incorporate the best practices in requests for proposals and contracts. The standard promotes
four objectives:
» Understand customer/user requirements and constraints
* Design for Reliability (DfR) and re-design for reliability
* Produce reliable systems
* Monitor and assess user’s experienced reliability

Thus, the standard emphasizes the need to design reliability into a system at the component level from the outset, rather
than test for reliability after components have been designed and integrated to determine if retro-fixes are needed.

Specific programs that have used the Design for Reliability standard include the Small Diameter Bomb II, the Stryker
Nuclear, Biological, and Chemical Reconnaissance Vehicle, and the Ground Combat Vehicle. Those systems’ contractors,
Raytheon Missile Systems and General Dynamics Land Systems, were both active participants in the development of the
ANSI/GEIA-STD-0009 (along with numerous other contractor participants).

Reliability Growth in TEMPs
We conducted a survey of 151 programs with approved Test and Evaluation Master Plans (TEMPs). Of those 151 programs,
90 percent of programs with TEMPS approved since 2008 plan to collect and report reliability data. A comparison of
programs that completed a TEMP before and after June 2008 (when the Office of the Secretary of Defense (OSD) began
initiatives to improve reliability) indicates improvement in several areas. Since 2008, programs are more likely to:
* Have an approved System Engineering Plan
* Incorporate reliability as an element of test strategy
* Document reliability growth strategy in the TEMP and include reliability growth curves in TEMPs
» Establish reliability-based milestone or OT entrance criteria
* Collect and report reliability data



However, as shown in Figure 4 above, no significant improvement has yet been demonstrated indicating systems are meeting

their reliability thresholds; moreover:

* There is no evidence of programs using reliability metrics to ensure growth is on track.

» Systems continue to enter OT without demonstrating required reliability.

* 50 percent of programs with time scheduled to implement corrective actions met reliability thresholds compared to only
22 percent for programs without corrective action periods.

Significant Actions since 2008 Defense Science Board Study on Developmental Test and Evaluation

In response to both the Defense Science Board study (2008) and the Weapons System Acquisition Reform Act (2009),
the Department took a number of actions within OSD, which in turn provided impetus for the Services to take action. In
particular, within OSD,

The Systems Engineering Forum was established with DOT&E and USD(AT&L) Systems Engineering and the Service
System Engineering Executives. The forum includes monthly updates from each Service on reliability improvement action
items.

DOT&E has sponsored Reliability Growth Training conducted most recently by the Army Evaluation Command (AEC)

and Army Materiel Systems Analysis Activity (AMSAA)). The courses offer multiple venues throughout the year and are
attended by DOT&E staff, DASD(DT&E) staff, and Service personnel with responsibilities for reliability and maintainability,
as well as test and evaluation.

The Reliability Senior Steering Group was established in response to the DOT&E letter to USD(AT&L) in late 2009
concerning continued poor reliability performance during initial operational testing. Senior DoD Leaders and Service
Acquisition Executives compose three working groups. The primary product of this effort was the Directive Type
Memorandum (DTM 11-03) on Reliability Analysis, Planning, Tracking, and Reporting, which was signed by USD(AT&L)
in March 2011.

The Deputy Assistant Secretary Defense (System Engineering) now has a dedicated position for Reliability and

Maintainability Engineering. The incumbent provides recommendations and advice, and chairs the Service Reliability and
Maintainability Engineering Leads quarterly working group.

Specific Service Actions on Reliability Growth

Figure 5 below shows the fraction of systems meeting reliability thresholds for programs on DOT&E oversight between 2006
and 2011 (the same programs depicted in Figure 4 now broken out by Service.)

Army. The Army Acquisition Executive issued specific
policy including: that a Reliability Growth Planning

25 Curve will be included in Engineering and Manufacturing
Development (EMD) contracts; that new development

20 - programs are to execute Design for Reliability before
Milestone B; and that an early reliability test threshold

15 = Not Reliable  Must be established for EMD. Additionally the Army
established their Center for Reliability growth with the

30

10 - W Reliable AEC and AMSAA, which provides training for the Army,
OSD, and other Services.

As shown in Figure 5, 55 percent (6/11) of the Army
programs that I reported on met their reliability thresholds.
The aviation (CH-47 and UH-72) and trucks and artillery
Navy Army  Air Force Joint (GMLRS) performed well while networks and unmanned
systems did not do well.

FIGURE 5. . . .
FRACTION OF PROGRAMS MEETING RELIABILITY THRESHOLDS AT Navy. The Navy established a Director, Reliability
IOT&E, BY SERVICE (FROM DOT&E REPORTS TO CONGRESS 2006 -2011)  and Maintainability Engineering position within the

Deputy Assistant Secretary of the Navy (Research,
Development, Test and Evaluation) (DASN(RDT&E)) and reliability and maintainability working groups were established
at the Department of the Navy (DoN) and System Command levels. It established a network-based Integrated Reliability
Software Suite for all use throughout the Service. Additionally, the Naval Air Systems Command (NAVAIR) Reliability



and Engineering organization, which comprises over 200 engineers and technicians, has not been downsized during the last
15 years. The other Navy System Commands: Naval Sea Systems Command (NAVSEA), Space and Naval Warfare Systems
Command (SPAWAR), and Marine Corps Systems Command (MARCORSYSCOM) are rebuilding their competencies in
reliability and maintainability.

As shown in Figure 5, 63 percent (17/27) of the Navy systems that I reported on met their reliability thresholds. The majority
of the reliable systems were aircraft or aircraft-related systems developed in NAVAIR, such as the H-1 upgrades to the
AH-1W and UH-1N helicopters, as well as the MH-60R and MH-60S helicopters. Other reliable systems were submarines
and related systems such as the USS Virginia, USS Ohio, and the TB-34 towed array. Ships and software-intensive systems
were the types of systems that did not meet reliability thresholds, such as LPD-17, T-AKE Lewis and Clark Class of Auxiliary
Dry Cargo Ships, and the APG-79 Active Electronically Scanned Array (AESA) radar and the Multi-functional Information
Distribution System (MIDS) Joint Tactical Radio System (JTRS) for the F/A-18E/F Super Hornet aircraft. While the last two
systems are aircraft related, their software intensive nature was problematic for reliability.

Air Force. The Air Force Material Command is sponsoring short courses in reliability at multiple venues for their
acquisition and test personnel. Air Force instructions for System Engineering Plans and procedures now include the guidance
for analysis and classification of potential failure modes. A Risk Identification, Integration, and “ilities” (R3I) guidebook has
been published.

As shown in Figure 5, only 27 percent (3/11) of the Air Force systems that DOT&E reported on met their reliability
threshold. The three systems that performed reliably were the B-2 Radar Modernization Program, Space Based Surveillance
System, and the C-5 Reliability Improvement and Re-Engining Program. Other programs such as Small Diameter Bomb,
Global Broadcast Service, Joint Mission Planning System, MQ-9 Reaper, Miniature Air-Launched Decoy, C-27J Joint Cargo
Aircraft, and Global Hawk demonstrated poor reliability.

DOT&E Continuing Actions to Improve Suitability

* With USD(AT&L), DOT&E sponsored a National Academy of Sciences Workshop on Reliability Growth Methodology.
The workshop met twice this year in March and September. Members from each of the Services presented to the panel
their Service-specific actions taken to improve reliability as well as obstacles to the implementation of reliability growth
methods in their systems. A report from the panel is expected in 2012.

* DOT&E continues to sponsor reliability growth training for its staff and all of DoD.

* DOT&E continues to provide in-house training to its staff to engage early in the system development and test planning
process to ensure realistic reliability thresholds are established along with a test program that can support evaluating those
thresholds.

Policy Supporting DOT&E Initiatives
Underlying my four initiatives is the need for rigorous, robust, and objective test and evaluation. Currently, I am actively
engaged in updating the DODI 5000.02 “Operation of the Defense Acquisition System,” to include requiring the use of
state-of-the-art statistical methodologies, including experimental design and analysis techniques in TEMPs and test plans.
The Defense Acquisition Guide, the T&E Management Guide, and T&E in Contracting Guide have been or are being updated
to reflect emphasis on experimental design techniques and analysis. The DODI 5000.02 updates include changes that address
rapid acquisition and the agile acquisition of information technology systems. I have provided a substantive description of
how simultaneously rigorous and agile T&E of cyber systems can be conducted as part of the Department’s Congressional
report on Cyber Acquisitions. The updates to the Department policy and guidance draw in part on my FY 11 guidance
memoranda on the timeliness of OT&E plans, the use of production-representative test articles for IOT&E, and the use of
design of experiments in OT&E.

OTHER INTEREST AREAS

Cyber Testing. In February 2011, the Chairman of the Joint Chiefs issued an Executive Order (EXORD) directing that

all major exercises include realistic cyber-adversary elements as a training objective to ensure critical missions can be
accomplished in cyber-contested environments. Although the EXORD focuses on assessments of fielded capabilities, this
philosophy applies equally well to acquisition programs, and DOT&E is committed to ensuring that representative cyber
environments are included in our combatant command and Service exercise assessments, as well as in the IOT&E of weapons
programs. With these goals in mind, I met with the Deputy Secretary of Defense and proposed significant enhancements

to Department cyber assessment capabilities. By the end of FY 14, the Department should have in place the capabilities

and processes to perform selected evaluations of offensive and defensive cyber-warfighting capabilities in representative
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cyber-threat environments. This will allow us to assess how well our fighting forces can defend against or fight through
the most serious cyber attacks, as well as perform defensive and appropriate response. In order to apply these enhanced
capabilities across all major exercises and acquisition programs, the Department will need to identify additional resources
to expand the capacity and capabilities of the Red Teams who portray advanced cyber adversaries. This would include
funding the cyber-ranges and modeling and simulation capabilities that provide operationally realistic environments for
those activities inappropriate for live networks, as well as assessment teams to develop rigorous plans to ensure the cyber
adversary is accurately portrayed, and assess the effects of representative cyber adversary activities.

Electronic Warfare Testing. The 2010 Tri-Service Electronic Warfare Test Capability Study, in which DOT&E

participated, identified several critical AESA radar jamming capability upgrades needed for the facilities and open-air ranges

currently used to evaluate U.S. weapon systems such as the F-35 and the Navy’s Next Generation Jammer. These critical

upgrades include:

» Next generation electronic warfare environment generator at indoor facilities and on open-air ranges to represent advanced
high-fidelity threat emitter digital processing capabilities

* The capability to measure and characterize advanced U.S. jammers’ multi-beam steering accuracy and power distribution
at the target location at indoor facilities and on open-air ranges

» Next-generation threat surface-to-air-missile models and simulators for use in hardware-in-the-loop facilities and at
open-air ranges

A transportable urban threat representative communications environment that can be used to both stimulate U.S.
communication jammers and evaluate jamming effectiveness on open-air ranges

OSD and the Navy are partially addressing the upgrades to indoor facilities, but additional investment will be needed to fund
the open-air portions, as well as development of next-generation surface-to-air-missile threat simulators.

Network Integration Evaluation. The Army plans to conduct the Network Integration Evaluation (NIE) twice a year

at Fort Bliss, Texas, and White Sands Missile Range, New Mexico, in order to provide a venue for operational testing of
Army acquisition programs with a particular focus on the integrated testing of programs related to tactical communications
networks supporting command and control. The exercises are also intended to provide an operationally realistic environment
to evaluate new emerging capabilities that are not formal acquisition programs. The Army has established a leadership

and governance triad comprising the Brigade Modernization Command, the Army Test and Evaluation Command, and the
Training and Doctrine Command (TRADOC). A detailed assessment of the first NIE is provided in this report.

Helicopter Survivability Task Force. The Joint Aircraft Survivability Program (JASP), under DOT&E guidance, continued
to work with the Office of the Assistant Secretary of Defense for Research and Engineering on the Helicopter Survivability
Task Force (HSTF). This multi-disciplinary team is tasked with rapidly fielding techniques and technology to improve the
survivability of helicopters in theater. JASP expertise in survivability technologies supported two specific vulnerability
reduction technologies identified by the HSTF: passive fire protection for the V-22 and multi-hit transparent armor for MH-
47G and UH-60 helicopters. Furthermore, the Joint Countermeasures Test and Evaluation Working Group (JCMT&E WG)
that DOT&E co-chairs with the DASD(DT&E) continued to expand international cooperation in test and evaluation. Of note
are the advances in common U.S./United Kingdom tactics development, improved understanding of hostile fire indication
phenomenology, and Man-Portable Air Defense vulnerabilities through the use of the just concluded U.S./United Kingdom
Aircraft Survival Equipment T&E Project Arrangement.

Combat Damage Assessment. I continued to support the Joint Combat Assessment Team (JCAT) in continuing its operation
in Afghanistan with full-time deployments in Regional Commands — South, Southwest, and East. JCAT supported Iraq and
other areas of the world remotely or by rapid deployment from Afghanistan or the Continental U.S. JCAT inspects damaged
and destroyed aircraft, acquires maintenance records, and conducts interviews with aircrew and intelligence personnel to
develop an accurate and comprehensive assessment of each aircraft combat damage event. They provide weapons, tactics,
and logistics consultation to personnel and comprehensive briefings to commanders in charge of daily air operations. These
efforts inform battlefield commanders, allowing them to adjust operational tactics, techniques, and procedures based on
accurate threat assessments. Their efforts were instrumental in the investigation of the CH-47D (with 38 people onboard)
that was shot down in Afghanistan on August 6, 2011.

Active Protection Systems. In response to FYO0S legislation, DOT&E completed testing in August 2011 of seven foreign
and domestic (two foreign, three domestic, and two combined foreign/domestic) active protection systems with the potential
of protecting tactical vehicles. I will provide reports to Congress and acquisition leadership in 2QFY 12. This effort will
determine the capabilities of current active protection system technology and guide future acquisition decisions.



Personnel Protection Equipment. DOT&E continued oversight of personnel protection equipment testing. The Services
and U.S. Special Operations Command are implementing the DoD testing protocol for hard body armor inserts published last
year. The Defense Logistics Agency has incorporated the testing protocol into new contracts for sustainment stocks of hard
armor inserts. The Army has incorporated the key concepts of statistical confidence and test design into its requirements for
future protective systems it will develop. In partnership with the Services and the U.S. Special Operations Command, my
staff developed a new combat helmet testing protocol. It ensures combat helmets provided to Service members meet ballistic
protection requirements and provide uniform protection on the battlefield. I plan to work with the Services and the U.S.
Special Operations Command to prepare a DoD-wide standard for testing of soft armor vests.

Joint Trauma Analysis and Prevention of Injury in Combat. In response to the DOT&E Mine Resistant Ambush
Protected (MRAP) report of March 2010, former Secretary Gates tasked DOT&E to coordinate increasing the availability of
data coming from the Joint Trauma Analysis and Prevention of Injury in Combat (JTAPIC) Program, as well as the Armed
Forces Medical Examiner’s Office. So far, DOT&E has hosted four Senior Reviews with participants from the JTAPIC
Program Office and all of the JTAPIC partners, including Army intelligence, medical and materiel analysts, Navy medical
researchers, and Marine Corps intelligence analysts. Additionally, the Army Surgeon General initiated the execution of

two working-level Lean Six Sigma exercises with the goal of increasing the quality and volume of analytical outputs by
improving internal operating processes. The improvements already made in these processes have increased the quality of the
data shared among the partners, clarified the role of each partner as well as the JTAPIC Program Office, improved customer
awareness of JTAPIC and its capabilities, and established common procedures that have streamlined data sharing and
analytical processes among partners residing in various commands and Services.

Warrior Injury Assessment Manikin. In August 2010, I sponsored an Army-led, five-year research and development
program to increase the Department’s understanding of the cause and nature of injuries incurred in underbody blast combat
events and develop appropriate instrumentation to assess such injuries in testing. This program, known as the Warrior Injury
Assessment Manikin (WIAMan), utilizes expertise across multiple commands and disciplines within the Army to generate

a medical research plan from which data will be transitioned to the materiel and T&E communities. These data will feed

the design of a biofidelic prototype anthropomorphic test device (ATD) designed to evaluate occupant protection during
large under-vehicle blast events, which have become the predominant threat to ground combat vehicles. Current test and
evaluation techniques address occupant injuries using automotive crash test dummies and their associated injury criteria, all
designed and developed for low-speed civilian car crashes. Development of a military-specific ATD for use in under-vehicle
blast testing will better inform users, materiel developers, analysts, and evaluators about the levels of protection afforded by
military vehicles to their occupants, and will enable more survivable vehicles to be fielded.

Stryker Double-V Hull. To support the deployment of Stryker Double-V Hull (DVH) vehicles to Afghanistan, the

Army developed and began executing a robust multi-phase Stryker DVH Operational and Live Fire Test and Evaluation
Program. Test and evaluation to date has confirmed that DVH systems significantly improve IED protection relative to the
Stryker vehicles originally available to units in Afghanistan, meeting — and in some cases exceeding — MRAP All Terrain
Vehicle (M-ATV) requirements. Stryker DVH additionally demonstrated in test that it retained operational characteristics
required for operations in Afghanistan and provides increased vehicle reliability. The Stryker DVH test and evaluation
program proved to be a success, and more survivable equipment is now available to the Soldier. The Army continues to
conduct operational and live fire test and evaluation of multiple Stryker configurations modified with the DVH.

OT&E MISSION ACCOMPLISHMENTS, FISCAL YEAR 2011

During this fiscal year, my office monitored 311 Major Defense Acquisition Programs (MDAPs) and special interest
programs. We approved 51 Test and Evaluation Master Plans, 6 Test and Evaluation Strategies, 79 Operational Test and
Evaluation Plans, 6 Live Fire Test and Evaluation Strategies/Management Plans, and 4 Live Fire Test Plans.

Our reporting to both Congress and the Defense and Service Acquisition Executives has continued to increase over the past
two years. This year, we delivered 31 reports, including our annual report on Ballistic Missile Defense Systems; in both
FY'10 and FY09 we delivered 14 reports. We also provided 10 Operational Assessments to the Acquisition Executives and
12 Major Automated Information System (MAIS) reports.

During FY 11, DOT&E delivered 13 Beyond Low-Rate Initial Production Reports (BLRIPS) (three of which were combined
OT&E and Live Fire Reports), 3 Follow-on Test and Evaluation Reports, 2 Live Fire Test and Evaluation reports, 8 special
reports, and 4 Early Fielding Reports to the Secretary of Defense and Congress (see Table 1).
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TABLE 1. DOT&E REPORTS TO CONGRESS DURING FISCAL YEAR 2011

PROGRAM DATE
BEYOND LOW-RATE INITIAL PRODUCTION (BLRIP) REPORTS
C-5 Reliability Enhancement and Re-Engining Program (RERP) (Combined OT&E/LFT&E) October 2010
Suite of Integrated Radio Frequency Countermeasures (SIRFC) October 2010
Excalibur Increment 1A-2 (Combined OT&E/LFT&E) October 2010
TB-34 Next Generation Fat-Line Towed Array November 2010
Warfighter Information Network — Tactical (WIN-T) February 2011
Multi-functional Information Distribution System (MIDS) Joint Tactical Radio System (JTRS) April 2011
Miniature Air-Launched Decoy (MALD) April 2011
Improved (Chemical Agent) Point Detection System — Lifecycle Replacement (IPDS-LR) April 2011
C-27] Joint Cargo Aircraft (JCA) (Combined OT&E/LFT&E) May 2011
Low Cost Conformal Array (LCCA) May 2011
RQ-4B Global Hawk Block 30 May 2011
Space-Based Space Surveillance (SBSS) Block 10 June 2011
Integrated Defensive Electronic Countermeasures (IDECM) Block 3 Electronic Countermeasures Suite June 2011
EARLY FIELDING REPORTS
Mk 48 Mod 6 Advanced Con.lrnon Torpedo (ACOT) and Ml'< 48 Mod 7 Common Broadband Advanced Sonar March 2011
System (CBASS) Torpedo with the Advanced Processor Build 4 (APB 4) Software
Navy Multiband Terminal (NMT) April 2011
MQ-8B Vertical Take-off and Landing Unmanned Aerial Vehicle (VTUAV) June 2011
Precision Lethality Mark 82 (PL Mk 82) Bomb September 2011
SPECIAL REPORTS
M855A1 Lead-Free, 5.56 mm Cartridge October 2010
Military Combat Helmet Standard for Ballistic Testing December 2010
High Mobility Multi-purpose Wheeled Vehicle (HMMWYV) Expanded Capacity Vehicle (ECV) Family of
Vehicles (FoV) February 2011
Ship Self-Defense Operational Mission Capability March 2011
Special Operations Force (SOF) Mine Resistant Ambush Protected — All Terrain Vehicle (M-ATV) May 2011
Mine Resistant Ambush Protected (MRAP) Force Protection Industries (FPI) Cougar A1 and A2 Independent
Suspension Systems (ISS) June 2011
Stryker Double-V Hull (DVH) Infantry Carrier Vehicle (ICV) August 2011
Patriot Post-Deployment Build (PDB)-6.5 System September 2011
LFT&E REPORTS
Medium Tactical Vehicle Replacement (MTVR) Family of Vehicles (FoV) July 2011
Mine Resistant Ambush Protected (MRAP) All Terrain Vehicle (M-ATV) Underbody Improvement Kit (UIK) September 2011
FOT&E REPORTS
MH-60R Multi-Mission Helicopter and MH-60S Combat Support Helicopter November 2010
AN/BQQ-10 Acoustic Rapid Commercial Off-the-Shelf (A-RCI) Sonar System Advanced Processor Build 2007 July 2011
(APB-07) and AN/BYG-1 Combat Control System APB-07
Joint Biological Point Detection System (JBPDS) Phase IT Whole System Live Agent August 2011
ANNUAL REPORTS

Ballistic Missile Defense Systems (BMDS) February 2011




TABLE 2. DOT&E OPERATIONAL ASSESSMENT REPORTS DURING FISCAL YEAR 2011
PROGRAM DATE
Early Infantry Brigade Combat Team (E-IBCT) Increment 1 December 2010
Mobile Landing Platform (MLP) (Early Operational Assessment) January 2011
Shadow Tactical Unmanned Aircraft System (TUAS) February 2011
MA4E1 Joint Chemical Agent Detector (JCAD) March 2011
Nett Warrior April 2011
Joint Tactical Radio System (JTRS) Handheld, Manpack, and Small Form Fit (HMS) Rifleman Radio | May 2011
Ship-to-Shore Connector (Early Operational Assessment) June 2011
Battlefield Airborne Communications Node (BACN) RQ-4B Global Hawk Block 20 Joint Urgent Tuly 2011
Operational Need (JUON) y
F-15E Radar Modernization Program (RMP) July 2011
Miniature Air-Launched Decoy — Jammer (MALD-J) August 2011
TABLE 3. DOT&E MAJOR AUTOMATED INFORMATION SYSTEM (MAIS) REPORTS DURING FISCAL YEAR 2011
PROGRAM DATE
Global Combat Support System — Marine Corps (GCSS-MC)/Logistics Chain Management (LCM) October 2010
Block 1, Release 1.1
Navy Enterprise Resource Planning (Navy ERP) Release 1.1 January 2011
EProcurement Release 1.1 February 2011
Operational Utility Evaluation of the Combat Information Transport System Vulnerability Life Cycle
. May 2011
Management System Spiral 1.5
Operational Utility Evaluation of the Combat Information Transport System Air Force Intranet Mav 2011
Increment I Y
Global Combat Support System — Army (GCSS-A) Release 1.1 May 2011
Global Command and Control System — Maritime Increment Two Release 4.1 (GCCS-M v4.1)
June 2011
Force-Level
Financial Information Resource System (FIRST) Force Structure Data Management (FSDM)
; July 2011
Version 2.2
Global Command and Control System — Maritime Increment 2 Version 4.1 (GCCS-M v4.1) Tuly 2011
Unit-Level (UL) Y
Defense Security Assistance Management System (DSAMS) Training Module (TM) Block 4 September 2011
Global Command and Control System — Joint (GCCS-J) Joint Operation Planning and Execution
System (JOPES) Version (v) 4.2.1 September 2011
Common Aviation Command and Control System (CAC2S) Increment 1, Phase 1 September 2011

CONCLUSION

We continue to make progress implementing all my initiatives and providing decision makers with analytically sound,

objective information. I remain committed to assuring the Defense Department’s operational and live fire tests are robust,
rigorous, objective, and clearly reported. It is with pleasure that I submit this report, as required by law, summarizing the
operational and live fire test and evaluation activities of the Department of Defense during Fiscal Year 2011.

~

NN

J. Michael Gilmore

Director
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DOT&E ACTIVITY AND OVERSIGHT

Activity Summary

DOT&E activity for FY'11 involved oversight of 311 programs,
including 45 major automated information systems. Oversight
activity begins with the early acquisition milestones, continues
through approval for full-rate production and, in some
instances, during full production until deleted from the DOT&E
oversight list.

Our review of test planning activities for FY11 included approval
of 51 Test and Evaluation Master Plans (TEMPs) and 6 Test

and Evaluation Strategies, disapproval of | TEMP (MH-60S
Multi-Mission Combat Support Helicopter), approval of 79
Operational Test Plans, and approval of 4 Live Fire Test Plans
and 6 Live Fire Test and Evaluation (LFT&E) Strategies/
Management Plans.

In FY11, DOT&E prepared 13 Beyond Low-Rate Initial
Production Reports, 4 Early Fielding Reports, 8 special reports
for the Secretary of Defense and Congress, 2 LET&E reports,
and 3 FOT&E reports, as well as the Ballistic Missile Defense
Programs Annual Report.

DOT&E also prepared and submitted numerous reports to the
Defense Acquisition Board (DAB) principals for consideration in
DAB deliberations.

During FY11, DOT&E met with Service operational test
agencies, program officials, private sector organizations, and
academia; monitored test activities; and provided information to
the DAB committees as well as the DAB principals, the Secretary
and Deputy Secretary of Defense, the Under Secretary of Defense
(Acquisition, Technology and Logistics), the Service Secretaries,
and Congress. Active onsite participation in, and observation of,
tests and test-related activities remain the most effective tools.

In addition to onsite participation and local travel within the
National Capital Region, approximately 747 trips supported the
DOT&E mission.

Security considerations preclude identifying classified programs
in this report. The objective, however, is to ensure operational
effectiveness and suitability do not suffer due to extraordinary
security constraints imposed on those programs.

TEST AND EVALUATION MASTER PLANS / STRATEGIES APPROVED

Acoustic Rapid Commercial Off-the-Shelf Insertion (A-RCl)
Advanced Processor Build (APB) 2009, Rev C

Advanced Extremely High Frequency (AEHF)

Air Intercept Missile — 9X (AIM-9X)

AN/AAR-47(V) Missile Warning Set Software Qualification Test
AN/AQS-20A Sonar, Mine Detecting Set

AN/BYG-1 Fire Control System Advanced Processor Build
Anniston Chemical Agent Disposal Facility

Army Integrated Air and Missile Defense

B-2 Defensive Management System (DMS)

B-2 Extremely High Frequency (EHF)

C-130J Block 7.0 and 8.1

C-5 Avionics Modernization Program (AMP)

C-5 Reliability Enhancement and Re-Engining Program (RERP)
Cobra Judy Replacement

Common Aviation Command and Control System (CAC2S)
Common Infrared Countermeasures (CIRCM)

Consolidated Afloat Networks and Enterprise Services

Direct Attack Moving Target Capability (DAMTC) Laser Joint Direct
Attack Munition (LJDAM) GBU-54

Distributed Common Ground System — Navy (DCGS-N) Increment
1Block 1.2,Rev A

DoD Public Key Infrastructure (PKI) Increment 2, Milestone C
Early Infantry Brigade Combat Team (E-IBCT)

Enhanced Medium Altitude Reconnaissance and Surveillance
System (EMARSS)

EProcurement

Expeditionary Combat Support System (ECSS) Increment 1,
Milestone B

F-15E Radar Modernization Program (RMP), v2.2
Family of Medium Tactical Vehicles (FMTV)

Force XXI Battle Command Brigade & Below (FBCB2) Joint
Capabilities Release (JCR) & Friendly Force Tracking (FFT) Program
v21.5

Global Combat Support System — Army (GCSS-A)
Ground Combat Vehicle

Individual Carbine

Infrared Search & Tracking System

Joint & Allied Threat Awareness System (JATAS)

Joint Biological Detection System (JBSDS) Increment 2
Joint Biological Tactical Detection System (JBTDS)

Joint Mission Planning System — Expeditionary (JMPS-E)

Joint Mission Planning System — Maritime (JMPS-M) FA-18 EA-18
Mission Planning Environment (MPE) v2-3

Activity and Oversight 1



DOT&E ACTIVITY AND OVERSIGHT

Joint Stand-off Weapon (JSOW) C-1

Joint Tactical Radio System (JTRS) Network Enterprise Domain
(NED), Increment 1

KC-X

Kiowa Warrior Cockpit Sensor Upgrade (KW CASUP)
Large Aircraft Infrared Countermeasures (LAIRCM)
M997A3

Mine Resistant Ambush Protected (MRAP) Vehicle, Rev 3
Miniature Air-Launched Decoy — Jammer (MALD-J)

Mission Planning System Annex G for Increment 4 Representative
Platform — E-8 Joint Surveillance Target Attack Radar System (Joint
STARS)

Mobile Landing Platform (MLP)

Mobile User Objective System (MUQS) Follow-on Buy (FOB)
Navy Multiband Terminal

Nett Warrior

Ohio Replacement

Patriot

Small Diameter Bomb (SDB) Il

Spider XM7

Surface-Launched Advanced Medium Range Air-to-Air Missile
(SLAMRAAM) Milestone B Update

Tomahawk Weapon System (TWS), Rev F
UH-60M Black Hawk, Update
Zumwalt Class Destroyer

OPERATIONAL TEST PLANS APPROVED

Advanced Extremely High Frequency Navy Multiband Terminal
Satellite Program (NMT) Test Plan

AGM-88E Advanced Anti-Radiation Guided Missile (AARGM) Test
Plan

AIM-9X Air-to-Air Missile Upgrade Block Il OA Test Plan

AN/AAR-47 Missile/Laser Warning Set [with Hostile Fire Indicator
Variant on CH-53E Helicopter] FOT&E Test Plan

AN/AAR-47 V2 Upgrade Missile/Laser Warning Receiver [with
Hostile Fire Indicator Operator Interface Modification Variant on
the AH-1W Helicopter] Test Plan

B-2 (classified program) OA Test Plan

B-2 Advanced Extremely High Frequency (AEHF) Satellite
Communications (SATCOM) and Computer Capability Increment 1
OATest Plan

Ballistic Missile Defense System (BMDS) Terminal High-Altitude
Area Defense (THAAD) 12 IOT&E Test Plan

C-5 Aircraft Avionics Modernization Program (AMP) Force
Development Test Plan

C-17A Globemaster Il Advanced Cargo Aircraft Program Force
Development Test Plan

C-130J Hercules Cargo Aircraft Program [Situation Keeping
Equipment (SKE)] FOT&E Test Plan

Common Aviation Command and Control System (CAC2S)
Increment 1, Phase 1 IOT&E Test Plan

CVN 78 Gerald R. Ford Class Nuclear Aircraft Carrier Test Plan Timeline

Defense Security Assistance Management System (DSAMS) Block 3
IOT&E Test Plan

Distributed Common Ground System - Army (DCGS-A) Test Plan
EA-18GTest Plan

Enhanced AN/TPQ-36 (EQ-36) Radar System Test Plan
EProcurement Release 1.1 OA Test Plan

2 Activity and Oversight

F-15E Radar Modernization Program (RMP) OA Test Plan

F-22 Increment 3.1 FOT&E Test Plan and Test Plan Change
Family of Medium Tactical Vehicle (FMTV) Test Plan

Financial Information Resource System (FIRST) IOT&E Test Plan

Force XXI Battle Command Brigade and Below Joint Capabilities
Release 1.3 (FBCB2 JCR) LUT Test Plan

Global Combat Support System — Army IOT&E Test Plan
Global Combat Support System — Joint (GCSS-J) IOT&E Test Plan
Global Command and Control System - Joint (GCCS-J) Test Plan

Global Command and Control System — Maritime (GCCS-M) (Force
Level and Full Unit Level) IOT&E Test Plans

Global Hawk (RQ-4B) Block 30 - High-Altitude Long-Endurance
Unmanned Aircraft System Test Plan

Global Positioning System (GPS) Selective Availability/
Anti-Spoofing Module (SAASM) Test Plan

Integrated Defensive Electronic Countermeasures (IDECM) Block 3
Test Concept Plan

Joint Air-to-Surface Standoff Missile - Extended Range (JASSM-ER)
IOT&E Test Plan

Joint Chemical Agent Detector (JCAD) First Article Test Plan

Joint Direct Attack Munition (JDAM) ([Direct Attack Moving Target
Capability (DAMTC) Laser Joint Direct Attack Munition (LJDAM)
GBU-54] Test Plan

Joint Mine Resistant Ambush Protected Vehicles (MRAP) [Special
Operations Forces (SOF) MRAP All Terrain Vehicle (M-ATV)] Test
Plan

Joint Mine Resistant Ambush Protected Vehicles [Independent
Suspension System (ISS)] LUT Test Plan

Joint Mine Resistant Ambush Protected Vehicles (MaxxPro Dash
Ambulance) LUT Test Plan



DOT&E ACTIVITY AND OVERSIGHT

Joint Mission Planning Systems (JMPS) [E-8 Joint Surveillance
Target Attack Radar System (Joint STARS)] Test Plan

Joint Mission Planning Systems — Expeditionary (JMPS-E)
Increment 1 IOT&E Test Plan

Joint Mission Planning Systems (JMPS) Supplements for E-3 and
RC-135 Force Development Test Plan

Joint Tactical Radio System (JTRS) Handheld, Manpack, and Small
Form Fit Radios (HMS) Manpack LUT Test Plan

Key Management Infrastructure (KMI) Increment 2 Spiral 1 OA Test
Plan

Large Aircraft Infrared Countermeasures Program (LAIRCM)
Phase Il IOT&E Test Plan

Lewis and Clark Class of Auxiliary Dry Cargo Ships (T-AKE) FOT&E
Test Plan and Test Plan Change Pages

Maritime Prepositioning Force (Future) Mobile Landing Platform
(MLP) OATest Plan

MH-60R Multi-Mission Helicopter Upgrade Test Plan
MH-60S Multi-Mission Combat Support Helicopter FOT&E Test Plan

MH-60S Multi-Mission Combat Support Helicopter [Block 2A
Airborne Mine Countermeasures System] and AN/AQS-20A
Minehunting Sonar OA Test Plan

Miniature Air-Launched Decoy (MALD) Way-ahead IOT&E

Mk 48 Torpedo Mods [Mod 6 Advanced Common Torpedo (ACOT)
and Mod 7] Common Broadband Advanced Sonar System (CBASS)
Torpedo Test Plan

MQ-9 Reaper Unmanned Aircraft System Increment 1 Block 5 Test
Plan

Multi-functional Information Distribution System (MIDS) Joint
Tactical Radio System (JTRS) Annex L, E-8C Joint Surveillance
Target Attack Radar System (Joint STARS) Communications and
Networking Upgrade (CNU) Phase 1 Test Plan

Nett Warrior LUT Test Plan

Network Integration Kit (NIK) LUT Test Plan

Osprey MV-22 Joint Advanced Vertical Lift Aircraft [Block B
(OTHIIG)] FOT&E Test Plan

Public Key Infrastructure (PKI) Increment 2 IOT&E Test Plan
Ship-to-Shore Connector (SSC) Test Plan
Small Tactical Unmanned Aerial System (STUAS) Tier Il OA Test Plan

Spider XM7 Network Command Munition LUT and Force
Development Test Plans

SSN 774 Virginia Class Submarine FOT&E Test Plan

SSN 774 Virginia Class Submarine/AN/BYG-1 Fire Control (Weapon
Control & TMA)/Acoustic Rapid Commercial Off-the-Shelf Insertion
for SONAR FOT&E Test Plan

SSN 774 Virginia Class Submarine/AN/BYG-1 Fire Control (Weapon
Control & TMA)/Acoustic Rapid Commercial Off-the-Shelf Insertion
for SONAR/CNO Project No. 0371-03 FOT&E Test Plan

SSN 774 Virginia Class Submarine/Acoustic Rapid Commercial
Off-the-Shelf Insertion for SONAR/BYG-1 Fire Control (Weapon
Control & TMA) Test Plan

Standard Missile-6 (SM-6) IOT&E Test Plan

Stryker M1126 Infantry Carrier Vehicle including Double-V Hull
variant (ICVV-S) [Operational Event Phase 1] Test Plan

Stryker M1126 Infantry Carrier Vehicle including Double-V Hull
variant [Driver’s Protection Kit (DPK)] Test Plan

Stryker M1126 Infantry Carrier Vehicle including Double-V Hull
variant (ICVV-S) [Operational Event Phase 2] Test Plan

Stryker M1126 Infantry Carrier Vehicle including Double-V Hull
variant (ICVV-S) Test Plan

Stryker M1128 Mobile Gun System Validation Test Plan

Surface-Launched Advanced Medium-Range Air-to-Air Missile
(SLAMRAAM) Test Plan

Tomahawk Weapon System (TWS) FOT&E Test Plan

LIVE FIRETEST AND EVALUATION STRATEGIES, TEST PLANS, AND MANAGEMENT PLANS

Stryker M1130 Commander’s Vehicle including the Double-V Hull
Variant [Phase 3] LFT&E Test Plan Addendum

Stryker M1132 Engineer Squad Vehicle Including the Double-V
Hull Variant [Phase 3] LFT&E Test Plan

Stryker Double-V Hull (DVH) [Phase 0 (baseline) and Infantry
Carrier Vehicle (ICVV)] LFT&E Test Plan

Stryker Double-V Hull [Phase Il (ICVV)] LFT&E Test Plan and
Addendum

Family of Light Armored Vehicles (FOLAV) LFT&E Strategy
Joint High Speed Vessel (JHSV) LFT&E Management Plan

Kiowa Warior (KW) Cockpit and Sensor Upgrade Program (CASUP)
LFT&E Strategy

Littoral Combat Ship (LCS) LFT&E Management Plan
Mobile Landing Platform LFT&E Management Plan
Ship-to-Shore Connector (SSC) LFT&E Management Plan
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FY11 REPORTS TO CONGRESS
PROGRAM | DATE
BEYOND LOW-RATE INITIAL PRODUCTION (BLRIP) REPORTS
C-5 Reliability Enhancement and Re-Engining Program (RERP) October 2010
Suite of Integrated Radio Frequency Countermeasures (SIRFC) October 2010
Excalibur Increment 1A-2 October 2010
TB-34 Next Generation Fat-Line Towed Array November 2010
Warfighter Information Network — Tactical (WIN-T) February 2011
Multi-functional Information Distribution System Joint Tactical Radio System (MIDS JTRS) April 2011
Miniature Air-Launched Decoy (MALD) April 2011
Improved (Chemical Agent) Point Detection System — Lifecycle Replacement (IPDS-LR) April 2011
C-27] Joint Cargo Aircraft (JCA) May 2011
Low Cost Conformal Array (LCCA) May 2011
RQ-4B Global Hawk Block 30 May 2011
Space-Based Space Surveillance (SBSS) Block 10 June 2011
Integrated Defensive Electronic Countermeasures (IDECM) Block 3 Electronic Countermeasures Suite June 2011
EARLY FIELDING REPORTS
Mk 48 Mod 6 Advanced Common Torpedo (ACOT) and Mk 48 Mod 7 Common Broadband Advanced Sonor March 2011
System (CBASS) Torpedo with the Advanced Processor Build 4 (APB 4) Software
Navy Multiband Terminal (NMT) April 2011
MQ-8B Vertical Take-off and Landing Unmanned Aerial Vehicle (VTUAV) June 2011
Precision Lethality Mark 82 (PL Mk 82) Bomb September 2011
SPECIAL REPORTS
MB855A1 Lead-Free, 5.56 mm Cartridge October 2010
Military Combat Helmet Standard for Ballistic Testing December 2010
High Mobility Multi-purpose Wheeled Vehicle (HMMWYV) Expanded Capacity Vehicle (ECV) Family of February 2011
Vehicles (FoV)
Ship Self-Defense Operational Mission Capability March 2011
Special Operations Force (SOF) Mine Resistant Ambush Protected — All Terrain Vehicle (M-ATV) May 2011
Mine Resistant Ambush Protected (MRAP) Force Protection Industries (FPI) Cougar A1 and A2 Independent June 2011
Suspension Systems (ISS)
Stryker Double-V Hull (DVH) Infantry Carrier Vehicle (ICV) August 2011
Patriot Post-Deployment Build (PDB)-6.5 System September 2011
LFT&E REPORTS
Medium Tactical Vehicle Replacement (MTVR) Family of Vehicles (FoV) July 2011
Mine Resistant Ambush Protected (MRAP) All Terrain Vehicle (M-ATV) Underbody Improvement Kit (UIK) September 2011
FOT&E REPORTS
MH-60R Multi-Mission Helicopter and MH-60S Combat Support Helicopter November 2010
AN/BQQ-10 Acoustic Rapid Commercial Oft-the-Shelf (A-RCI) Sonar System Advanced Processor Build 2007 July 2011
(APB-07) and AN/BYG-1 Combat Control System APB-07
Joint Biological Point Detection System (JBPDS) Phase II Whole System Live Agent August 2011
ANNUAL REPORTS

Ballistic Missile Defense Systems (BMDS) February 2011
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Program Oversight

DOT&E is responsible for approving the adequacy of plans for
operational test and evaluation and for reporting the operational
test results for all major defense acquisition programs to the
Secretary of Defense, Under Secretary of Defense (Acquisition,
Technology and Logistics), Service Secretaries, and Congress.
For DOT&E oversight purposes, major defense acquisition
programs were defined in the law to mean those programs
meeting the criteria for reporting under Section 2430, Title 10,
United States Code (U.S.C.), Selected Acquisition Reports
(SARs). The law (Section 139(a)(2)(B)) also stipulates that
DOT&E may designate any other programs for the purpose

of oversight, review, and reporting. With the addition of such
“non-major” programs, DOT&E was responsible for oversight of
a total of 311 acquisition programs during FY11.

Non-major programs are selected for DOT&E oversight after
careful consideration of the relative importance of the individual
program. In determining non-SAR systems for oversight,
consideration is given to one or more of the following essential
elements:

» Congress or OSD agencies have expressed a high level of
interest in the program.

» Congress has directed that DOT&E assess or report on the
program as a condition for progress or production.

* The program requires joint or multi-Service testing (the law
(Section 139(b)(4)) requires DOT&E to coordinate “testing
conducted jointly by more than one military department or
defense agency”).

* The program exceeds or has the potential to exceed the
dollar threshold definition of a major program according to
DoD 5000.1, but does not appear on the current SAR list (e.g.,
highly classified systems).

* The program has a close relationship to or is a key component

of a major program.

* The program is an existing system undergoing major
modification.

* The program was previously a SAR program and operational
testing is not yet complete.

This office is also responsible for the oversight of LFT&E
programs, in accordance with 10 U.S.C. 139. DoD regulation
uses the term “covered system” to include all categories of
systems or programs identified in 10 U.S.C. 2366 as requiring
LFT&E. In addition, systems or programs that do not have
acquisition points referenced in 10 U.S.C. 2366, but otherwise
meet the statutory criteria, are considered “covered systems” for
the purpose of DOT&E oversight.

A covered system, for the purpose of oversight for LFT&E,
has been determined by DOT&E to meet one or more of the
following criteria:
* A major system, within the meaning of that term in Title 10
U.S.C. 2302(5), that is:
- User-occupied and designed to provide some degree of
protection to the system or its occupants in combat
- A conventional munitions program or missile program
* A conventional munitions program for which more than
1,000,000 rounds are planned to be acquired.
* A modification to a covered system that is likely to affect
significantly the survivability or lethality of such a system.

DOT&E was responsible for the oversight of 118 LFT&E
acquisition programs during FY11.

Activity and Oversight
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DOT&E ACTIVITY AND OVERSIGHT

Programs Under DOT&E Oversight

Fiscal Year 2011
(As taken from the September 2011 DOT&E Oversight List)

DoD PROGRAMS

Joint Tactical Radio System Small Airborne & Maritime/Fixed
Station (AMF JTRS)

Armed Forces Health Longitudinal Technology Application
(AHLTA)

Ballistic Missile Defense System Program (BMDS)
Ballistic Missile Technical Collection (BMTC)

Chemical Demilitarization Program — Assembled Chemical
Weapons Alternatives (CHEM DEMIL-ACWA)

Chemical Demilitarization (Chem Demil) — Chemical Materials
Agency (Army Executing Agent) (CHEM DEMIL-CMA)

Defense Enterprise Accounting and Management
System —Transportation Command (DEAMS — TRANSCOM)

Defense Readiness Reporting System - Strategic

Defense Security Assistance Management System (DSAMS)
Block 3

Defense Travel System (DTS)

Electronic Health Records (EHRs)

EProcurement

Global Combat Support System - Joint (GCSS-J)
Global Command and Control System - Joint (GCCS-J)
Joint Biological Stand-Off Detection System (JBSDS)
Joint Biological Tactical Detection System (JBTDS)
Joint Chemical Agent Detector (JCAD)

Joint Command and Control Capabilities (JC2C) [Encompasses
GCCS-Family of Systems (GCCS-J, GCCS-A, GCCS-M, TBMCS-FL,
DCAPES, GCCS-AF, USMC JTCW, USMCTCO)]

Joint Tactical Radio System (JTRS) Enterprise Network Manager
(JENM)

Joint Tactical Radio System (JTRS) Enterprise Network Services
(ENS)

Joint Tactical Radio System Network Enterprise Domain (JTRS NED)
Joint Tactical Radio System Ground Mobile Radio (JTRS GMR)

Joint Tactical Radio System Handheld, Manpack, and Small Form
Fit Radios (JTRS HMS)

Joint Warning and Reporting Network (JWARN)
Key Management Infrastructure (KMI)

Multi-functional Information Distribution System (MIDS) [Includes
all current and planned integrations of MIDS JTRS into USAF and
USN aircraft: F/A-18 E/F, E-2D, E-8, RC-135, EC-130 (All applicable
series designations)]

Public Key Infrastructure (PKI) Increment 2

Soldier Radio Waveform (SRW) Network Manager

Teleport, Generation llI

Theater Medical Information Program — Joint (TMIP-J) Block 2
Wideband Networking Waveform (WNW) Network Manager

ARMY PROGRAMS

25 mm Individual Semi-Automatic Airburst System (ISAAS)
Abrams Tank Modernization (M1E3)
Abrams Tank Upgrade (M1A1 SA/M1A2 SEP)

AN/ALQ-211 Suite of Integrated Radio Frequency
Countermeasures (SIRFC)

Apache Block Ill (AB3)

Armed Aerial Scout (previously named ARH Armed Recon
Helicopter)

Armored Truck — Heavy Dump Truck (HDT)
Armored Truck — Heavy Equipment Transporter (HET)
Armored Truck — Heavy Expanded Mobility Tactical Truck (HEMTT)
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Armored Truck — M915A5 Line Hauler

Armored Truck — M939 General Purpose Truck
Armored Truck — Palletized Loading System (PLS)
Army Integrated Air and Missile Defense (AIAMD)
Army Vertical Unmanned Aircraft System
Biometrics Enabling Capability (BEC)

Black Hawk Upgrade (UH-60M) — Utility Helicopter Upgrade
Program

Bradley Fighting Vehicle System Upgrade
Bradley Tank Modernization (M2A3 V2)
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ARMY PROGRAMS (continued)

Cartridge, 7.62 mm, M80A1

CH-47F - Cargo Helicopter

Common Infrared Countermeasures (CIRCM)

Distributed Common Ground System — Army (DCGS-A)
Enhanced AN/TPQ-36 Radar System (EQ-36)

Enhanced Medium Altitude Recon Surveillance System (EMARSS)
Excalibur - Family of Precision, 155 mm Projectiles

Force XXI Battle Command Brigade and Below Program (FBCB2)

Force XXI Battle Command Brigade and Below Program Joint
Capabilities Release (FBCB2 JCR)

Family of Medium Tactical Vehicles (FMTV)

General Fund Enterprise Business System (GFEBS)

Global Combat Support System Army (GCSS-A)

Gray Eagle Unmanned Aircraft System (Formally ERMP UAS)
Ground Combat Vehicle (GCV)

Guided Multiple Launch Rocket System Alternate Warhead
(GMLRS AW)

Guided Multiple Launch Rocket System (GMLRS) - Dual Purpose
Improved Conventional Munitions (DPICM)

Guided Multiple Launch Rocket System — Unitary (GMLRS Unitary)
Hellfire Romeo

High Mobility Artillery Rocket System (HIMARS)

High Mobility Multi-purpose Wheeled Vehicle (HMMWYV)

Hostile Fire Detection System

Identification Friend-or-Foe Mark XIIA Mode 5 (All development
and integration programs)

Individual Carbine

Integrated Personnel and Pay System — Army (Army IPPS)
Interceptor Body Armor

Joint Air-to-Ground Missile (JAGM)

Javelin Antitank Missile System - Medium

Joint Assault Bridge

Joint Battle Command Platform (JBC-P)

Joint Cooperative Target Identification - Ground (JCTI-G)
Joint Future Theater Lift Concept (JFTLC)

Joint Land Attack Cruise Missile Defense Elevated Netted Sensor
System (JLENS)

Joint Lightweight Tactical Vehicle (JLTV)
Joint Personnel Identification (JPIv2)

Kiowa Warrior Upgrade

Land Warrior - Integrated Soldier Fighting System for Infantrymen
Logistics Modernization Program (LMP)

Long Endurance Multi-Intelligence Vehicle (LEMV)

Light Utility Helicopter (LUH)

M1200 Knight Targeting Under Armor (TUA)

M829E4

Nett Warrior (formerly Ground Soldier System)

One-System Remote Video Terminal

Paladin/FASSV Integrated Management (PIM)

Patriot Advanced Capability 3 (Missile only)

Patriot/Medium Extended Air Defense System (PATRIOT/MEADS)
Shadow Tactical Unmanned Aircraft System

Small Unmanned Aircraft System (Raven UAS)

Spider XM7 Network Command Munition

Stryker M1126 Infantry Carrier Vehicle (Including Double-V Hull
variant)

Stryker M1127 Reconnaissance Vehicle
Stryker M1128 Mobile Gun System
Stryker M1129 Mortar Carrier (Including the Double-V Hull variant)

Stryker M1130 Commander’s Vehicle (Including the Double-V Hull
variant)

Stryker M1131 Fire Support Vehicle (Including the Double-V Hull
variant)

Stryker M1132 Engineer Squad Vehicle (Including the Double-V
Hull variant)

Stryker M1133 Medical Evacuation Vehicle (Including the Double-V
Hull variant)

Stryker M1134 Anti-Tank Guided Missile (ATGM) Vehicle (Including
the Double-V Hull variant)

Stryker M1135 NBC Reconnaissance Vehicle (NBCRV) (Including
the Double-V Hull variant)

Stryker Modernization Program
Surface-Launched AMRAAM (SLAMRAAM)
Tactical Edge Network - Extension

Warfighter Information Network — Tactical (WIN-T) Increments 1, 2,
3,and 4

XM1156 Precision Guidance Kit (PGK)
XM395 Accelerated Precision Mortar Initiative (APMI)
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NAVY PROGRAMS

Acoustic Rapid Commercial Off-the-Shelf (COTS) Insertion for
SONAR

Active Electronically Scanned Array (AESA)
Advanced Airborne Sensor

Advanced Extremely High Frequency (AEHF) Navy Multiband
Terminal (NMT) Satellite Program

Aegis Modernization

AGM-88E Advanced Anti-Radiation Guided Missile (AARGM)
AH-1Z

AIM-9X Air-to-Air Missile Upgrade

Air and Missile Defense Radar (AMDR)

Air Warfare Ship Self Defense Enterprise

Airborne Laser Mine Detection System (ALMDS)
Airborne Mine Neutralization System (AMNS)

Airborne Resupply/Logistics for Seabasing (AR/LSB)
Amphibious Assault Vehicle Upgrade

AN/AAR-47 V2 Upgrade Missile/Laser Warning Receiver
AN/APR-39 Radar Warning Receiver

AN/AQS-20A Minehunting Sonar

An/BLQ-10 Submarine Electronics Support Measures
AN/BVY-1 Integrated Submarine Imaging System
AN/SQQ-89A(V) Integrated USW Combat Systems Suite

Broad Area Maritime Surveillance Unmanned Aircraft System
(BAMS UAS)

BYG-1 Fire Control (Weapon Control and TMA)

CH-53K Heavy Lift Replacement Program

Close-In Weapon System (CIWS) (Including SEARAM)
Cobra Judy Replacement - Ship-based radar system
Common Aviation Command and Control System (CAC2S)
Consolidated Afloat Network Enterprise Services (CANES)
Cooperative Engagement Capability (CEC)
Countermeasure Anti-Torpedo

CV-22 Osprey Joint Advanced Vertical Lift Aircraft

CVN 78 Gerald R. Ford Class Nuclear Aircraft Carrier

DDG 1000 Zumwalt Class Destroyer (Includes all supporting
PARMs)

DDG 51 Arleigh Burke Class Guided Missile Destroyer (Includes all
supporting PARMs)

Department of Navy Large Aircraft Infrared Countermeasures
Program (DoN-LAIRCM)

Distributed Common Ground System - Navy (DCGS-N)
Distributed Common Ground System - Marine Corps (DCGS-MC)

8 Activity and Oversight

E-2D Advanced Hawkeye (AHE)

EA-18G (Airborne Electronic Attack variant of the F/A-18 aircraft)
Enhanced Combat Helmet (ECH)

Evolved Sea Sparrow Missile (ESSM)

Evolved Sea Sparrow Missile (ESSM) Block 2

Expeditionary Fighting Vehicle (EFV)

F/A-18E/F Super Hornet Naval Strike Fighter

Future Pay and Personnel Management Solution (FPPS)
Global Combat Support System — Marine Corps (GCSS-MC)
Global Command and Control System — Maritime (GCCS-M)
Ground/Air Task Oriented Radar (G/ATOR)

Identification Friend-or-Foe Mark XIIA Mode 5 (All development
and integration programs)

Infrared Search and Track System

Integrated Defensive Electronic Countermeasures (IDECM)
(All Blocks)

Jointand Allied Threat Awareness System (JATAS)
Joint Expeditionary Fires
Joint High Speed Vessel (JHSV)

Joint Mine Resistant Ambush Protected (MRAP) Vehicles Family of
Vehicles (Including SOCOM vehicles)

Joint Mission Planning System (JMPS) — Navy (E/F/A-18E/F/G and
JMPS-E)

Joint Precision Approach and Landing System (JPALS)
Joint Stand-Off Weapon C-1 variant (JSOW C-1)
KC-130J with Harvest Hawk

LHA-6 America Class Amphibious Assault Ship (Includes all
supporting PARMs)

LHD-8 Amphibious Assault Ship
Light Armored Vehicle

Littoral Combat Ship (LCS) - includes all supporting PARMs, and
57 mm, 30 mm, and missile lethality

Littoral Combat Ship Mission Modules
Logistics Vehicle System Replacement

LPD-17 San Antonio Class - Amphibious Transport Dock Ship -
includes all supporting PARMs and 30 mm lethality

Marine Personnel Carrier

Maritime Prepositioning Force (Future) Mobile Landing Platform
Medium Tactical Vehicle Replacement Program (USMC) (MTVR)
MH-60R Multi-Mission Helicopter Upgrade

MH-60S Multi-Mission Combat Support Helicopter

Mk 48 CBASS Torpedo
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NAVY PROGRAMS (continued)

Mk 48 Torpedo Mods

Mk 54 Torpedo/Mk 54 VLA/Mk 54 Upgrades Including High
Altitude ASW Weapon Delivery (HAWK)

Mobile User Objective System (MUQOS)
Naval Integrated Fire Control — Counter Air (NIFC-CA)
Navy Enterprise Resource Planning (ERP)

Navy Unmanned Carrier Launched Airborne Surveillance and
Strike System (NAVY UCLASS)

Next Generation Cruiser (CG(X))

Next Generation Enterprise Network (NGEN)
Next Generation Jammer (NGJ)

Offensive Anti-Surface Warfare

Ohio Replacement Program (Sea-based Strategic Deterrence)
(Including all supporting PARMs)

Organic Airborne and Surface Influence Sweep (OASIS)
P-8A Poseidon Program

Rapid Airborne Mine Clearance System (RAMICS)
Remote Minehunting System (RMS)

Rolling Airframe Missile (RAM) [Including RAM Block 1A Helicopter
Aircraft Surface (HAS) and RAM Block 2 Programs]

Ship Self-Defense System (SSDS)

Ship-to-Shore Connector

Small Tactical Unmanned Aerial System (STUAS) - UAS Tier Il
SSN 774 Virginia Class Submarine

Standard Missile-2 (SM-2) Block I1IB

Standard Missile-2 (SM-2) Block I1IC

Standard Missile-6 (SM-6)

Submarine Torpedo Defense System (Sub TDS) [Including
countermeasures and Next Generation Countermeasure System
(NGCM)]

Surface Electronic Warfare Improvement Program (SEWIP) Block 2
Surface Electronic Warfare Improvement Program (SEWIP) Block 3
Surface Electronic Warfare Improvement Program (SEWIP) Block 4

Surface Mine Countermeasures Unmanned Undersea Vehicle
(SMCM UUV)

Surface Ship Torpedo Defensive Capability (Includes upgrades
to AN/SQS-89 and NIXIE systems as well as the Countermeasure
Anti-Torpedo and Torpedo Warning System acquisition programs)

Surveillance Towed Array Sonar System/Low Frequency Active
(SURTASS/LFA)

Tactical Tomahawk - Follow-on to Tomahawk Baseline missile
program

T-AKE Lewis and Clark Class of Auxiliary Dry Cargo Ships (T-AKE)
(Includes all supporting PARMs)

Torpedo Warning System (Previously included with Surface Ship
Torpedo Defense System) (Including all sensors and decision tools)

Trident Il Missile — Sea-Launched Ballistic Missile (SLBM)
UH-1Y

Unmanned Surface Sweep System (US3)

Unmanned Undersea Vehicle Program

Vertical Take-Off and Land Tactical Unmanned Air Vehicle (VTUAV)
(Fire Scout)

VXX - Presidential Helicopter Fleet Replacement Program

AIR FORCE PROGRAMS

20 mm PGU-28/B Replacement Combat Round

Advanced Extremely High Frequency (AEHF) Satellite Program
Advanced Medium-Range Air-to-Air Missile (AMRAAM)
Advanced Pilot Trainer

Air and Space Operations Center - Weapons System (AOC-WS)
Initiative 10.2

Air and Space Operations Center - Weapons System (AOC-WS)
Initiatives including 10.0 and 10.1

Air Force Distributed Common Ground System (AF-DCGS)

Air Force Integrated Personnel and Pay System (AF-IPPS)

Air Force Network (AFNET) Increment 1

Air Force Network (AFNET) Increment 2

Airborne Signals Intelligence Payload (ASIP) Family of Sensors

Airborne Warning and Control System Block 40/45 Upgrade
Program (AWACS Upgrade)

ALR-69A Radar Warning Receiver
B-2 Defensive Management System Modernization (DMS)

B-2 Advanced Extremely High Frequency (EHF) Satellite
Communications (SATCOM) and Computer Capability
Increments 1 and 2

B-61 Mod 12 Life Extension Program
Battle Control System - Fixed (BCS-F) 3.1 and 3.2
C-5 Aircraft Avionics Modernization Program (AMP)

C-5 Aircraft Reliability Enhancement and Re-Engining Program
(RERP)

C-17A Globemaster Il Advanced Cargo Aircraft Program
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AIR FORCE PROGRAMS (continued)

C-27J Joint Cargo Aircraft (JCA)

C-130 Aircraft Avionics Modernization Program (AMP)

C-130 Aircraft Avionics Modernization Program (AMP) Phase II
C-130J Hercules Cargo Aircraft Program

CITS AFNet Migration Urgent Operational Need

Cobra Judy Replacement Mission Planning Tool

Command and Control Air Operations Software (C2AOS)
(Follow-on to Theater Battle Management Core System)

Command and Control Information Services (C2IS)
Common Vertical Lift Support Platform (CVLSP)
Conventional Prompt Global Strike

Defense Enterprise Accounting and Management
System — Air Force (DEAMS-AF)

Defense Weather Satellite System (DWSS)

Deliberate and Crisis Action Planning and Execution Segments
(DCAPES)

Expeditionary Combat Support System (ECSS)
Enhanced Polar System (EPS)

F-15E Radar Modernization Program

F-22 Raptor Advanced Tactical Fighter

F-35 Joint Strike Fighter (JSF) Program

Family of Beyond Line-of-Sight Terminals (FAB-T)

Family of Beyond Line-of-Sight Terminals, Increment 2 (High Data
Rate Airborne Terminal) (FAB-T HDRAT)

Full-Scale Aerial Target
Global Broadcast Service (GBS)

Global Broadcast System (GBS) Defense Enterprise Computing
Center (DECC)

Global Hawk (RQ-4B) High-Altitude Long-Endurance Unmanned
Aircraft System Blocks 30 and 40

Global Positioning Satellite Next Generation Control Segment
(GPS OCX)

Global Positioning Satellite Ill (GPS-IIIA)
HC/MC-130 Recapitalization

HH-60 Recapitalization [Formerly known as Combat Search and
Rescue Replacement (CSAR-X)]

Identification Friend-or-Foe Mark XIIA Mode 5 (All development
and integration programs)

Information Transport Service (ITS) Increment 2

Integrated Strategic Planning and Analysis Network (ISPAN)
Increment 2
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Joint Air-to-Surface Standoff Missile (JASSM) and JASSM-Extended
Range (JASSM-ER)

Joint Direct Attack Munition (JDAM)
Joint Aerial Layer Network
Joint Space Operations Center Mission System (JMS)

Joint Surveillance Target Attack Radar System (JSTARS)
Communications and Networking Upgrade (CNU) Phase | - MIDS
JTRS Integration

Joint Surveillance Target Attack Radar System (JSTARS) Re-Engine
Program

KC-46A Tanker Replacement Program

Large Aircraft Infrared Countermeasures Program (LAIRCM)
Long-Range Stand-Off (LRSO) Weapon

Massive Ordnance Penetrator (MOP)

Military GPS User Equipment (GPS MGUE)

Miniature Air-Launched Decoy (MALD)

Miniature Air-Launched Decoy — Jammer (MALD-J)

Mission Planning System (MPS) Increment 4 (E-8/E-3, F-22, A-10)

Mission Planning System (MPS) Increments 1-3 [Including the Joint
Mission Planning System (JMPS) (RC-135)]

Multi-Platform Radar Technology Insertion Program (MP-RTIP)
MQ-9 Reaper Unmanned Aircraft System

MQ-X

National Airspace System (NAS)

NAVSTAR Global Positioning System (GPS) (Includes Satellites,
Control, and User Equipment)

MV-22 Osprey - Joint Advanced Vertical Lift Aircraft

Presidential Aircraft Recapitalization (PAR) Program — Air Force One
Recapitalization Program

Space-Based Infrared System Program, High Component (SBIRS
HIGH)

Space-Based Space Surveillance Block 10 (SBSS B10)
Space-Based Space Surveillance Block 10 (SBSS B10) Follow-on
Small Diameter Bomb (SDB) Increments 1 and 2

Space Fence (SF)

Three-Dimensional Expeditionary Long-Range Radar (3DELRR)
Vulnerability Life-Cycle Management System (VLMS) 1.5
Wideband Global SATCOM (WGS) Program
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Problem Discovery Affecting Operational Test and Evaluation

Developmental testing and evaluation serves as a means for
detection and identification of problems in program software
and hardware. It provides programs the opportunity to correct
those problems prior to commencement of production and
operational test and evaluation. As such, the developmental test
and evaluation phase must be rigorous and realistic to provide
an accurate validation of system performance and to identify a
program’s readiness for operational testing.

In order to provide an accurate assessment of

operational effectiveness, suitability, and survivability,

it is paramount for operational test and evaluation to

be of a production-representative system working in an
operationally-realistic environment. The operational test should
not be a time for problem discovery, nor should it be a time for
resolution of lingering problems left over from developmental
test and evaluation.

The Congress expressed concern that significant problems

with weapons acquisition programs are discovered during
operational test and evaluation that should have been detected
during developmental test and evaluation and corrected during
subsequent development. I am including this new section of
my annual report with my assessment of significant issues
observed in operational testing of systems under my oversight
in 2010-2011 that in my view should have been discovered and
resolved prior to the commencement of operational testing.

This section also provides my assessment of significant issues
observed in early testing of systems during 2010-2011, that if not
corrected could adversely affect my evaluation of those systems’

effectiveness, suitability, and survivability during their initial
operational test and evaluation (IOT&E).

Since the implementation of the Weapon Systems Acquisition
Reform Act (WSARA) of 2009, I have received seven formal
Assessments of Operational Test Readiness (AOTRs) from

the Deputy Assistant Secretary of Defense, Developmental

Test and Evaluation (DASD(DT&E) which provide detailed
assessments of Key Performance Parameters and make specific
recommendations to the Services regarding readiness to enter into
IOT&E. In four of those AOTRs (C-5 Reliability Enhancement
and Re-Engining Program, Global Hawk Blocks 20 and 30,
Standard Missile-6, and the Joint Tactical Radio System
Handheld, Manpack, and Small Form Fit Rifleman Radio, the
DASD(DT&E) recommended that the program not proceed to
IOT&E, and in all four cases, the Services elected to proceed
into IOT&E. The trend is that major discrepancies are being
discovered and raised to the Service leadership, but decisions to
enter IOT&E are not being affected by these AOTRs.

The tables below list systems for which we observed and
evaluated operational testing during FY10 and FY11. Some of
the systems had significant issues discovered during the IOT&E
that should have been discovered in developmental testing;
other systems had issues observed during early testing that if not
corrected, could adversely affect my assessment of operational
effectiveness, suitability, and survivability during IOT&E (to

be conducted within the next two years) and should be resolved
prior to that testing.

SIGNIFICANT DISCOVERIES IN IOT&E

AGM-88E Advanced Anti-Radiation Guided Missile (AARGM)

LPD-17 San Antonio Class Amphibious Transport Dock

C-130J

Multi-functional Information Distribution System (MIDS)
Joint Tactical Radio System (JTRS)

Common Aviation Command and Control System (CAC2S)

Navy Multiband Terminal (NMT)

CV-22 Osprey

Nett Warrior

Department of the Navy Large Aircraft Infrared
Countermeasures (DoN LAIRCM)

Space-Based Space Surveillance (SBSS)

Early Infantry Brigade Combat Team (E-IBCT)

Standard Missile-6

Financial Information Resource System (FIRST)

Stryker Nuclear, Biological, and Chemical Reconnaissance
Vehicle (NBCRV)

Force XXI Battle Command Brigade and Below (FBCB2)
Joint Capabilities Release (JCR)

Vertical Launch Anti-Submarine Rocket (VLA) Mk 54

Joint Tactical Radio System (JTRS) Ground Mobile Radio (GMR)
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DISCOVERIES IN EARLY TESTING THAT SHOULD BE CORRECTED PRIORTO IOT&E

Aegis Ballistic Missile Defense (BMD)

Miniature Air-Launched Decoy — Jammer (MALD-J)

AIM-120 Advanced Medium-Range Air-to-Air Missile
(AMRAAM)

Mk 48 Advanced Capability Mod 7 Common Broadband
Advanced Sonar System (CBASS) Torpedo

Apache Block 3 (AB3)

Mk 54 Lightweight Torpedo

Defense Enterprise Accounting and Management System
(DEAMYS)

MQ-1C Gray Eagle Unmanned Aircraft System (UAS)

E-2D Advanced Hawkeye

MQ-9 Reaper Unmanned Aircraft System (UAS)

Enhanced AN/TPQ-36 Radar System (EQ-36)

P-8A Poseidon

EProcurement

RQ-4B Global Hawk Block 30

Joint High Speed Vessel (JHSV)

Spider XM7 Network Command Munition

Joint Tactical Radio System (JTRS) Handheld, Manpack, and

Surveillance Towed Array Sensor System (SURTASS) and

Small Form Fit (HMS) Compact Low Frequency Active (CLFA)
Joint Tactical Radio System (JTRS) Network Enterprise Vertical Take-Off and Landing Unmanned Aerial Vehicle
Domain (NED) (VTUAV) Fire Scout

Littoral Combat Ship (LCS) Mission Modules

Warfighter Information Network — Tactical (WIN-T)
Increment 2

LHA-6 (formerly LHA(R)) New Amphibious Assault Ship

PROBLEMS DISCOVERED DURING OPERATIONAL TEST AND EVALUATION THAT SHOULD HAVE BEEN
DISCOVERED DURING DEVELOPMENTAL TEST AND EVALUATION

AGM-88E Advanced Anti-Radiation Guided Missile (AARGM)

The AARGM began IOT&E in June 2010, but the Navy stopped

the test in September 2010 after eight anomalies occurred during

12 captive carry flights. Of the eight anomalies, six operational

mission failures included:

* Three separate “weapon fail” indications from the built-in
test (BIT) equipment (this presents a caution on the cockpit
display that the weapon will not work), a BIT indication for a
communications failure between the aircraft and the weapon,
a BIT indication for a guidance control section failure, and
finally, the BIT system did not detect a malfunction in which
an anti-radiation homing failure occurred; it was noted because
of an absence of displayed track files while flying on an
instrumented range with known radar systems emitting radio
frequency energy.

Of the eight anomalies, two additional discrepancies included:

* The misidentification of an unambiguous target emitter

* One instance during post-flight inspection where the pilot
received an electrical shock from the weapon

C-130J

The C-130J is in production with periodic Block Upgrades to

correct deficiencies and to provide capability enhancements.

« Reliability problems with the Station Keeping Equipment
prevented the achievement of the required formation flight
success rate. Consequently, the C-130] is still not certified
for formation flight in instrument meteorological conditions
and is therefore only partially mission capable for the
airdrop mission.
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Common Aviation Command and Control System (CAC2S)
The Marine Corps conducted IOT&E of the CAC2S Phase 1
this year. The testing revealed the following deficiencies:

» The inability to receive data via Joint Range Extension
Application Protocol A and B and provide an accurate and
timely air picture from these sources.

* The inability to interface with Theater Battle Management
Core System as designed and access web-based
applications via the system hyperlink functionality.

* The inability of net time server to synchronize time with
the GPS through the CAC2S Defense Advanced GPS
Receiver.

CV-22 Osprey

The Air Force conducted the CV-22 IOT&E in three

phases from September 2007 through April 2008.

Intended capabilities added by electronic warfare and

communications equipment unique to the CV variant of the

V-22 have not reached their full potential and limit mission

accomplishment.

* Poor reliability and performance shortfalls of the
Directional Infrared Countermeasures system, the Suite
of Integrated Radio Frequency Countermeasures system,
and the multi-mission advanced tactical terminal as
installed on the CV-22 limit mission accomplishment by
necessitating avoidance of threats and reliance on visual
cueing and manual dispense of chaff and flares if unknown
threats are encountered.
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Department of the Navy (DoN) Large Aircraft Infrared

Countermeasures (LAIRCM)

DOT&E submitted a Beyond Low-Rate Production Report to

Congress in December 2009 on the DoN LAIRCM as installed

on the CH-53E helicopter. This report highlighted a critical

classified performance shortfall.

 Critical system performance shortfalls in certain environments
and terrain because of software errors.

* The results from the Navy verification of correction of
deficiencies testing using a CH-46E aircraft indicated the
correction to the major DoN LAIRCM deficiency identified in
the CH-53E IOT&E was effective.

Early Infantry Brigade Combat Team (E-IBCT)

The Army conducted a Limited User Test (LUT 10) at White

Sands Missile Range, New Mexico, in September 2010. LUT 10

was the second operational test of the E-IBCT systems and was

intended to assess progress in E-IBCT operational effectiveness
and suitability in a realistic operational environment. The

E-IBCT Increment 1 comprised: Network Integration Kit

mounted on a tactical wheeled vehicle such as High Mobility

Multi-purpose Wheeled Vehicle or Mine Resistant Ambush

Protected vehicle, Unattended Ground Sensors, Class 1

Unmanned Aerial System Block 0, and Small Unmanned Ground

Vehicle (SUGV).

* E-IBCT Increment 1 systems contributed little to mission
effectiveness. Blue force combat power was sufficient to
accomplish assigned missions with or without employment of
the E-IBCT systems. Key performance parameters not met
are: Net Ready, SUGV recognition range at night, Material
Availability.

» Based upon analyses of the results from LUT 10 and
developmental testing, DOT&E’s current assessment of the
E-IBCT systems is that, with the exception of the SUGV,
none of the systems have demonstrated an adequate level of
performance to be fielded to units and deployed in combat.

Financial Information Resource System (FIRST)

The 346th Test Squadron and Air Force Financial Systems

Operations conducted the OT&E of the FIRST in the Pentagon

from March 28-31, 2011. DOT&E assessed the system to be

operationally effective and operationally suitable, but with
limitations in the areas of interoperability and information
assurance.

» FIRST was able to process flying hours data, but was unable
to correctly process inventory data provided by the Reliability
and Maintainability Information System, thus hampering
planning actions.

Force XXI Battle Command Brigade & Below (FBCB2) Joint

Capabilities Release (JCR)

In FY'11, the Army and Marine Corps conducted a Limited User

Test (LUT) of FBCB2 JCR/Blue Force Tracker 2 (BFT2). The

FBCB2 JCR/BFT2 LUT highlighted the following deficiencies:

* Situational awareness “fading,” which would freeze display
icons for 30 seconds to 5 minutes.

* New Equipment Training was not adequate to train new
FBCB?2 operators.

« All versions of FBCB2 supported by line-of-sight Enhanced
Position Location Reporting System (EPLRS) radios
demonstrated poor mission effectiveness and interoperability.

* Less than required reliability.

Joint Tactical Radio System (JTRS) Ground Mobile Radio (GMR)
The Army planned a Milestone C Limited User Test of the
JTRS GMR in June and July 2011 and later downgraded that
test to a Customer Test because of a Nunn-McCurdy breach and
continuing performance and reliability problems that could not
be fixed prior to the planned operational test.

* During the Customer Test at the Army’s Network Integration
Evaluation (NIE), commanders attempted to use the JTRS
GMR Wideband Networking Waveform (WNW) network,
but found the network was not useful due to range limitations
and poor reliability.

* The JTRS GMR schedule delays were due to technically
immature GMR hardware, software operating environment,
and waveform software.

* JTRS GMR was not reliable during the NIE. Reliability was
125 hours Mean Time Between Essential Function Failure
versus a 466-hour requirement.

* The Joint WNW network manager is not an effective tool
to manage the WNW network, and the Soldiers preferred
the commercially-available Simple Network Management
Protocol Console software for WNW network management.

LPD-17

The Navy completed two IOT&E events in FY10: a Rolling

Airframe Missile engagement on the Self-Defense Test Ship in

December 2009 and Probability of Raid Annihilation modeling

and simulation in November 2009. The Navy completed

two LFT&E events in FYO0S8: the Full Ship Shock Trial was

conducted in August and September 2008 and the Total Ship

Survivability Trial was conducted in September 2008. DOT&E

noted the following deficiencies:

* Poor reliability of critical systems (network, voice
communications, engineering control), support systems
(cargo ammunition magazine elevators, vehicular ramps,
main propulsion diesel engines, electrical distribution system,
and steering system), and combat systems (SPQ-9B horizon
search radar, the Mk 46 Gun Weapons System (GWS), and
the Magnetic Signature Control System) adversely impacted
mission capability.

e LPD-17 self-defense systems (Mk 46 GWS, Ship
Self-Defense System (SSDS) Mk 2, SPQ-9B, and
SPS-48/Cooperative Engagement Capability did not
demonstrate adequate capability.

* The ship provided poor command and control capability for
embarked troops.

* The conduct of the Full Ship Shock Trial and the Total Ship
Survivability Trial on the LPD-17 class ships were adversely
affected by reliability issues with the same critical system

Activity & Oversight 13
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identified by IOT&E. These reliability issues resulted in
increased cost and schedule delays for the trials.

Multi-functional Information Distribution System - Joint

Tactical Radio System (MIDS JTRS)

The Navy completed IOT&E of the MIDS JTRS core terminal

integrated into the F/A-18E/F in November 2010. The

MIDS JTRS IOT&E data indicated performance shortfalls.

» Link 16 messages that provide situational awareness of
friendly force positions and intentions were consistently
exchanged during only 90 percent of the F/A-18E/F sorties
flown, compared to the Key Performance Parameter threshold
requirement of 98 percent.

» Link 16 close air support messages were successfully
exchanged in only 26 percent of the attempts.

* Poor system reliability during start-up prevented timely
mission launch during 16 percent of sorties.

» Post-test causality analysis indicated that manufacturing and
quality control problems with ViaSat-produced MIDS JTRS
terminals led to new failure modes discovered during
IOT&E. Other deficiencies were traced to errors in the
Link 16 waveform software code and inadequate aircrew and
maintenance personnel training.

Navy Multiband Terminal (NMT)

DOT&E completed an Early Fielding Report in April 2011 when

the Navy deployed an operational NMT on the USS Roosevelt

(DDG 80) prior to IOT&E. The Navy completed integrated

testing in June 2011 and operational testing in August 2011.

* The program stopped testing due to schedule pressure prior
to completion of the Reliability Growth Test (RGT). The
program conducted a composite reliability analysis from a
collection of data sources, to include contractor integrated
tests, Government independent verification and validation
activities, and hours collected from operational fleet that
indicated that the reliability could be met. However, in
order to meet the schedule, the program did not conduct a
thorough failure analysis with corrective action before starting
the integrated test and IOT&E. During the RGT, the NMT
demonstrated a Mean Time Between Critical Failure (MTBCF)
of 892 hours against a 1,400-hour requirement. During the
integrated testing, NMT demonstrated an MTBCF of 338
hours. The IOT&E confirmed the NMT is not reliable. While
the full failure analysis is ongoing, results from the operational
test have revealed that the MTBCF is comparable to that of the
integrated test.

Nett Warrior (formerly Ground Soldier System)

The Army conducted the Nett Warrior Limited User Test (LUT)
of three competing systems from October 18 — November 5, 2010,
at Fort Riley, Kansas. There were two problems observed during
the LUT that should have been corrected earlier:

» Unclear voice communications

» Excessive light emissions
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Space-Based Space Surveillance (SBSS) Block 10

The Air Force launched the SBSS satellite at the end of

FY10. During FY11, the Air Force completed both on-orbit

developmental testing and [OT&E.

* During the later stages of integrated testing, a data formatting
problem was discovered, which prevented full utilization of
SBSS mission data by one user. This problem could have been
identified earlier in developmental testing by sharing sample
data products with the end users.

Standard Missile 6 (SM-6)

The Navy completed the remaining FY 10 missions during

developmental and operational flight scenario testing of the SM-6

in January 2011 and completed SM-6 IOT&E flight testing in

July 2011. There were two classified performance anomalies in

IOT&E that a more rigorous developmental testing program may

have discovered earlier. Additionally, two anomalies discovered

in developmental testing did not have sufficient corrective action
prior to the IOT&E:

* One anomaly discovered in developmental testing (antenna
debris) carried forward to IOT&E without corrective action
fully implemented on all missiles; there were additional
occurrences during [OT&E on this configuration.

* One anomaly discovered in developmental testing (Mk 54
Safe-Arm Device) carried forward into IOT&E and remains
under investigation; additional occurrences were experienced
during IOT&E. This anomaly could influence the SM-6
lethality.

Stryker Nuclear, Biological, and Chemical Reconnaissance

Vehicle (NBCRV)

The Army conducted IOT&E phase two at Dugway Proving

Ground, Utah, from September 20 — October 1, 2010. In IOT&E

phase one, conducted from September to October 2006, the

NBCRYV experienced numerous operational mission failures. The

program undertook a reliability improvement program and made

a number of changes to the system configuration tested in [IOT&E

phase one with the result of significantly improved reliability of

the base vehicle.

* Initial testing of the NBCRYV, equipped with Stryker Reactive
Armor Tile II, indicates the added weight of the armor kit
negatively affects NBCRV mobility in steep terrain, such as
Afghanistan. During a 3,090-mile NBCRYV reliability test with
the Stryker Reactive Armor Tile II, the system experienced
multiple driveline failures, including three broken differentials
and multiple broken axle half-shafts. Driveline failures
negatively affect mobility by limiting the speed of travel and
the vehicle’s ability to traverse steep terrain.

Vertical Launch Anti-Submarine Rocket (VLA) with the Mk 54
Mod 0 Lightweight Hybrid Torpedo

The Navy conducted operational testing of the VLA with an
Mk 54 torpedo payload at the Pacific Missile Range Facility in
February 2009; DOT&E published a BLRIP in 2010.
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* The Mk 54 torpedo experienced excessive depth excursion on

entering the water that could cause the torpedo to impact the
bottom in shallow water. Testing suggests that the excessive
depth excursion problem is linked to VLA rocket delivery
method rather than the weapon itself.

* The Mk 54 VLA is not operationally effective in its primary
mission environment because the ship’s Combat System
cannot effectively detect, classify, and target a threat

submarine; this deficiency was identified by the Navy in 2007,
but the Combat System continued to experience performance
problems during the 2009 IOT&E.

* The Navy has not completed sufficient operational testing
of the Mk 54 torpedo to verify its effectiveness. The testing
completed so far indicates the Mk 54 torpedo may not be
effective in attacking the target. (The Mk 54 torpedo is
discussed further below.)

PROBLEMS OBSERVED DURING EARLY TESTING THAT IF NOT CORRECTED, COULD ADVERSELY AFFECT MY ASSESSMENT OF
OPERATIONAL EFFECTIVENESS, SUITABILITY, AND SURVIVABILITY DURING INITIAL OPERATIONAL TEST AND EVALUATION
(CONDUCTED WITHIN THE NEXT TWO YEARS)

Aegis Modernization Program

The Navy conducted operational testing of Aegis Guided Missile

Cruisers (CGs 52 58) upgraded with Aegis Warfare System
(AWS) Advanced Capability Build 2008 (ACBO0S8) and Aegis

Guided Missile Destroyers (DDGs 103-112) upgraded with AWS

Baseline 7.1R in FY 10 with the exception of air defense and

suitability testing, which is expected to complete in IQFY12.

* Aegis Guided Missile Cruisers upgraded with AWS ACBO0S
and Aegis Guided Missile Destroyers upgraded with AWS
Baseline 7.1R have limited ability to counter high-speed
surface threats in littoral waters.

AIM-120 Advanced Medium-Range Air-to-Air Missile
(AMRAAM)

The next update to the AIM-120 AMRAAM, the AIM-120D,

is currently in developmental testing by both the Air Force and
Navy at Eglin AFB, Florida, and China Lake Naval Weapons
Station, California. Progression to operational testing has been

suspended pending resolution of four key technical deficiencies.

The AIM-120D was originally scheduled to begin operational

testing in 2008; it is now more than three years behind schedule.

* The four key deficiencies include missile lockup, built-in test
(BIT) failures, aircraft integration problems, and poor GPS
satellite acquisition.

* DOT&E approvals of the Test and Evaluation Master Plan
and test plan are awaiting resolution of the deficiencies that
suspended operational testing in 2009. Raytheon has solved
the BIT fail problem and has developed a pending solution
to the GPS failure problem. Weapons failure and aircraft
integration deficiencies remain.

Apache Block 3 (AB3)

In November 2009, the Army conducted the Apache Block III

(AB3) Limited User Test (LUT).

* Initial testing of the fire control radar indicated performance
comparable to that of the legacy radar in most operating
modes. However, the new radar generated excessive false
targets in some operating modes.

* During the LUT, the Integrated Helmet and Display Sight
System did not fit well and limited the pilots’ visibility of the
Helmet Display Unit imagery.

* Mission planning tools do not allow creation of a flight plan
for the Unmanned Aerial System or multiple frequency
settings for the ARC-231 radios.

» During flight testing, pilots discovered that the Modernized
Targeting Acquisition Designation Sight voice communication
and navigation subsystems video vibrates excessively during
certain flight regimes. Subsequent testing revealed that
the cause of the vibration was the natural frequency of the
Electronics Display and Control overlays with the main rotor
frequency.

* Interoperability testing between the AB3 and Gray Eagle
unmanned aircraft is ongoing. Ground and flight testing
between the Gray Eagle and AB3 programs have identified
differences in frame size of the video sensor movement,
inverted commands, and differences in the data rate and data
format between AB3 and Gray Eagle

Defense Enterprise Accounting and Management System

(DEAMS)

The Air Force Operational Test and Evaluation Center (AFOTEC)

began, but did not complete, an Early Operational Assessment

(EOA) of DEAMS Spiral 2 from August through December 2010

at Scott AFB, Illinois, and at the Defense Finance and Accounting

Service in Limestone, Maine. AFOTEC curtailed the EOA when

it became apparent that major system deficiencies were present.

The data from the incomplete EOA were insufficient to determine

readiness for [IOT&E, currently scheduled for 1QFY 14, and a full

evaluation of operational effectiveness, suitability, and mission
capability.

» Important interfaces were inoperable. During the EOA,
non-functioning interfaces with the Component Billing and
Automated Funds Management systems required manual
procedures from onsite personnel.

* Required reports were not being produced or were inaccurate
or incomplete.

» Since the Air Force released Spiral 2 in May 2010,

2,313 deficiencies have been reported and 1,680 have been
closed, leaving a gap of 633 open deficiencies. Although the
program has made progress on closing the deficiencies, new
ones continue to accrue.
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Joint High Speed Vessel (JHSV)
A Navy-led operational assessment in January 2009 identified
multiple areas of risk to the program’s achieving operational

E-2D Advanced Hawkeye
The Navy completed an operational assessment in
December 2010 of the E-2D to support a decision to procure

the next two lots of low-rate production aircraft.

* DOT&E identified potentially inadequate overland
performance of the E-2D radar system as a risk to a
successful Theater Air Missile Defense/Anti-Air Warfare
mission effectiveness assessment during [OT&E.

Enhanced AN/TPQ-36 Radar System (EQ-36)

The Army is developing and fielding 38 Quick Reaction
Capability radars to support an Urgent Materiel Release.
Fielding began in 2010 with 10 systems operating in Iraq and
Afghanistan. The Army conducted three radar test events at

Yuma Proving Ground, Arizona, in October 2010, January 2011,

and June 2011. Testing focused on acquiring threat rocket,

artillery, and mortar fires, and the radar’s integration with the

Counter Rocket, Artillery, and Mortar system.

* The live ammunition system demonstration averaged one
system abort in less than 30 hours. This demonstrated
performance will impact operational suitability without an
increased effort to increase the hours between system aborts.
The EQ-36 Program of Record requirement is one system
abort every 185 hours.

EProcurement

effectiveness and suitability. The JHSV will likely meet

or exceed its threshold requirements; however, missions

other than basic transport, as outlined in the Capabilities
Development Document and Concept of Operations, may prove
to be too challenging unless the program pursues objective
requirements in selected areas such as ammunition storage and
communications.

The absence of forced ventilation and air quality monitors

in the mission bay jeopardizes the safety of the crew and
embarked force during onload and offload of vehicles,
particularly in port or at anchor when there is little

natural circulation.

Storage space for embarked force personal equipment is
inadequate.

JHSV will not have the capability to support the Joint
Integration Concept to interface with Sea Base units at high
sea states. The Navy is developing a ramp for Sea State 3 but
interfacing at Sea State 4 is unlikely.

To support more challenging Army concepts of employment,
the JHSV must have more robust communications, capability
to land armed helicopters, and store palletized ammunition.
JHSV requirements do not include any metrics for reliability,
availability, and maintainability.

EProcurement extends the functionality of the Defense Logistics
Agency Enterprise Business System in three releases. The final
release, Release 1.2, is currently in limited deployment and is
planned for IOT&E in 2012. The Joint Interoperability Test
Command (JITC) conducted an operational assessment (OA)

of Release 1.1 in June 2011. JITC conducted validation tests of

Joint Tactical Radio System (JTRS) Handheld, Manpack, and
Small Form Fit (HMS)

The JTRS HMS program provides handheld and two-channel
manpack radios supporting Army, Marine Corps, Navy, and Air
Force operations. In June 2011, the Army conducted a Manpack

fixes to deficiencies in Release 1.1 in August and October 2011.

» JITC found 20 critical software defects that have
subsequently been fixed. These defects inhibited users from
successfully processing purchase requisitions and orders,
managing and processing contracts, and managing contract
line items. Another 22 moderate software defects remain

open and require large amounts of functionality workarounds

to use Release 1.1.

* The user community found manual award processing and
post-award processing for modifications to be largely
inaccurate, incomplete, and unusable.

* Only one-third of the Release 1.1 users rated the
human-system interface and other system usability attributes
as acceptable during the OA. User dissatisfaction may also
have been due, in part, to slow screen refresh times for some
operations.

* During the developmental test of Release 1.1, numerous
critical system defects were discovered and documented.

These defects were reported as fixed just prior to deployment

of Release 1.1 into the production environment; however,
the OA still found many critical defects, which indicates that
defect resolution and developmental testing may not be as
robust as they should be.
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Limited User Test (LUT) as a part of the 2011 Network
Integration Evaluation (NIE). During the NIE JTRS HMS
Manpack LUT, the radio demonstrated the following:

Poor reliability

Short range of the Soldier Radio Waveform and Single
Channel Ground and Airborne Radio System (SINCGARS)
waveforms that significantly constricted the operational area
of the cavalry troop

Inconsistent voice quality

SINCGARS waveform did not support unit operations and
was immature for operational test

Littoral Combat Ship (LCS) Mission Modules

The Littoral Combat Ship is intended to accommodate a variety
of individual warfare systems (mission modules) assembled and
integrated into interchangeable mission packages. The Navy
split the program into two separate acquisition programs — one
for seaframes and the other for mission modules.

Both developmental and operational testing of the
AN/AQS-20A Sonar Mine Detecting Set, an Airborne
Mine-countermeasures mission module system within the
LCS Mine Countermeasures (MCM) mission package,
revealed the system is deficient in meeting required
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thresholds for False Classification Density (FCD) and Vertical
Localization. These deficiencies may preclude the LCS MCM
mission package from meeting its required threshold for Area
Coverage Rate Sustained (ARCS). If the FCD and Vertical
Localization deficiencies are not corrected prior to [OT&E,
they may adversely affect the operational effectiveness of the
LCS MCM Mission Package.

* Developmental testing of the Airborne Laser Mine Detection
System (ALMDS), an Airborne Mine-countermeasures
mission module system within the LCS MCM mission
package, revealed the system is deficient in meeting the
required threshold for FCD. This deficiency will likely
preclude the LCS MCM mission package from meeting its
required threshold for ARCS. If the ALMDS FCD deficiency
is not corrected prior to IOT&E, it will adversely affect the
operational effectiveness of the LCS MCM Mission Package.

» LCS is not expected to be survivable (i.e., be capable of
continuing to fight after being attacked) in a hostile combat
environment.

LHA-6 (formerly LHA(R)) New Amphibious Assault Ship

The Navy conducted an operational assessment of the LHA-6

large-deck amphibious ship from June to August 2008.

Experienced fleet operators (Navy and Marine Corps) reviewed

ship plans and specifications, data on fielded systems, and

previous testing conducted on systems that will be installed

on LHA-6. Since that time, no specific operational testing

has occurred with the exception of enterprise testing on the

Self-Defense Test Ship.

* Due to long-standing and previously identified legacy sensor
limitations, LHA-6 may be vulnerable to certain airborne
threat flight profiles.

* Based on combat systems testing on other platforms, it is
unlikely that LHA-6’s Ship Self-Defense System Mk 2-based
combat system (including Nulka, SLQ-32, and Evolved Sea
Sparrow Missile) will meet the ship’s Probability of Raid
Annihilation requirement against anti-ship cruise missiles.

Miniature Air Launched Decoy - Jammer (MALD-J)
The Air Force completed IOT&E on MALD (the decoy only
variant) in 2011 after additional development test missions were
flown to evaluate upgrades resulting from deficiencies found
in the 2010 IOT&E. DOT&E conclusions regarding MALD-J
suitability---particularly its reliability---depend in part upon data
from MALD testing, which will be used by DOT&E to evaluate
whether the vehicle reliability problems have been resolved. In
the interim, outstanding MALD reliability deficiencies pose some
risk to the planned FY12 MALD-J IOT&E due to the vehicle
commonality between the two variants.
e During the 2010 IOT&E, the MALD reliability point estimate
that combines free-flight and aircraft carriage time was
77 percent, which fell short of the threshold requirement of
93 percent.
e MALD carriage life during the 2010 IOT&E failed to meet
the required threshold of a minimum of 60 hours. All MALDs

that accumulated over 14 hours of carriage time, and were
subsequently launched by the Air Force, failed during
free-flight test. This is significant for long-endurance
B-52 missions, which are likely to accumulate 14 or more
hours of carriage time before operational employment.

e The MALD IOT&E failure in FY'10 was most likely
a result from long-term vehicle exposure to rain and
moisture during aircraft carriage, which caused excessive
ice accumulation in the fuel filter and flamed out the
motor during open-air free-flight. During the MALD
IOT&E retest in August 2011 (following hardware,
firmware, and software fixes), one of the vehicles
experienced another (unrelated) malfunction after failing
to complete the engine start sequence after aircraft release.
An Air Force review board concluded the malfunction was
likely a result of cold soak of the arming lanyard during
long endurance flight. Cold soaking reduces the tensile
strength of the wire.

* The August 2011 mission failure during the final event
of the MALD IOT&E further validates the DOT&E
assessment of poor vehicle material reliability. The
testing failed to demonstrate the resolution of deficiencies
when MALD is employed in an operationally-realistic
manner.

Mk 48 Advanced Capability Mod 7 Common Broadband

Advanced Sonar System (CBASS) Torpedo

In FY'11, the Navy began operational testing of the Advanced

Processor Build 4’s (APB4) tactical software for the Mk 48

Advanced Capability (ADCAP) Mod 7 CBASS torpedo

and Mk 48 ADCAP Mod 6 Advanced Common Torpedo

(ACOT). OT&E is expected to continue through the end of

FY12. From January to February 2011, the Navy conducted

a Quick Reaction Assessment of the Mk 48 APB4 to evaluate

the torpedo’s capability against an emerging submarine

threat.

* DOT&E assessed that testing to date indicates the Mk 48
APB4 has a limited capability, under certain operational
conditions, against the threat identified in the urgent
operational need statement; however, the Navy did
not have adequate threat surrogates for the evaluation.
DOT&E’s assessment also reported that the APB4 torpedo
did not demonstrate expected improvements over the
legacy torpedo, and may degrade current capability in
certain warfare scenarios.

* The completed Mk 48 APB4 test events are being
assessed for operational realism and validity incrementally
as the fleet training and test events are completed. Due to
delays in completing the development of the Submarine
Launched Countermeasure Emulator (SLACE) mobile
countermeasure surrogate, some important operational
testing to confirm performance has not begun. DOT&E
assesses that Mk 48 APB4 performance against SLACE-
like threats is high risk because the program office
completed little in-water developmental testing.

Activity & Oversight
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Mk 54 Lightweight Torpedo

The Navy’s Fifth Fleet issued an Urgent Operational Need

Statement (UONS) in March 2010 requesting solutions to address

an emerging submarine threat. The Navy identified the Mk 54

Block Upgrade (BUG) software as a solution. In August to

September 2011, the fleet fired 22 Mk 54 BUG torpedoes against

a Steel Diesel Electric Submarine surrogate target and against

U.S. attack submarine targets. Based on preliminary results of

this test, the Navy scheduled an additional phase of in-water trials

in November 2011 and delayed the planned early fielding until

January 2012.

* The Navy did not complete adequate in-water or model and
simulation developmental testing of the Mk 54 BUG. As the
program office shifted resources to demonstrate that the Mk 54
BUG has a capability against the UONS emerging submarine
threat, testing focused on the UONS threat scenarios vice the
operational scenarios for which the Mk 54 BUG was originally
intended.

* The Navy developed an unmanned Steel Diesel Electric
Submarine target. This Steel Diesel Electric Submarine target
has different signature characteristics than the UONS emerging
threat, thus this surrogate is of limited utility in assessing
torpedo operational performance for the UONS. However,
completing set-to-hit-terminal homing testing may address some
unresolved test scenarios identified in the IOT&E. Mk 54 BUG
performance in these previously unresolved test areas will affect
the overall effectiveness and suitability of the torpedo against
other submarine threats.

» Testing in structured scenarios and relatively benign
environments indicates the Mk 54 BUG likely has a limited
capability against the Steel Diesel Electric Submarine surrogate
target. The Mk 54 BUG performance in other environmental
areas and against operationally-realistic target scenarios is
unresolved.

MQ-1C Gray Eagle (formerly Extended Range Multi-Purpose

(ERMP)) Unmanned Aircraft System (UAS)

Deployment of the Gray Eagle Quick Reaction Capability took

place prior to completion of IOT&E and the full-rate production

decision. The Army conducted a Limited User Test in conjunction
with training for unit deployment to Afghanistan from May to

June 2010.

» Gray Eagle did not meet reliability requirements for the
ground station, the aircraft, and the electro-optical/infrared
sensor payload. The poor aircraft reliability was largely due to
ARC-231 radio subsystem failures.

» Remote video from Gray Eagle to the One System Remote
Video Terminal was generally not available, not clear, and not
reliable. Integration of Gray Eagle with a reliable remote video
display system is not complete.

» Soldiers did not receive training on fundamentals of
reconnaissance, mission planning, set-up and operation of
radios, distribution of video, or optimal employment of
Gray Eagle.

* Manning of the quick reaction capability unit is not adequate to

sustain the required operational tempo of 22 flight hours per day.

18 Activity & Oversight

MQ-9 Reaper Armed Unmanned Aircraft System (UAS)
Responding to urgent operational needs and incorporating
associated emerging technologies has affected the MQ-9
UAS ability to meet program of record requirements within a
predictable development timeline and stable test and fielding
schedule in FY'11.

Deficiencies with fusing, aircraft integration, and cockpit
integration identified during the ongoing GBU-38 Joint
Direct Attack Munition (JDAM) evaluation indicate that the
developmental testing of JDAM integration with the MQ-9
system was insufficient.

The program faces systemic challenges in prioritizing and
maturing software flight programs to meet development
and fielding timelines for the Increment One program of
record. The projected FOT&E for the final Increment

One configuration slipped from FY 13 to FY 14, and the
desired June 2011 Milestone C decision was deferred due
to the program’s inability to demonstrate sufficient system
integration maturity in the FY11 development schedule.
Until the program is able to better prioritize and control
maturation and development of the Increment One program
of record capabilities, future delays in operational testing and
fielding of capabilities will continue to occur.

P-8A Poseidon
The P-8 integrated test team is conducting 10 to 14 integrated
test flights per week.

The P-8A currently has an operational flight envelope limit
that precludes it from flying at a bank angle greater than

48 degrees when maneuvering. In order to fly operationally
realistic tactics during anti-submarine warfare missions,

the aircraft will have to fly maneuvers that require a bank
angle of 53 degrees. The P-8A full flight envelope should be
cleared for flight to conduct operationally-realistic missions
and maneuvering flight profiles during the IOT&E.

Priority 1 and 2 software problems that will affect IOT&E
remain open. Although 92 percent of the priority 1 and 2
software problems have been closed, the current closure
rate is not sufficient to have all the priority 1 and 2 software
problems resolved by the start of IOT&E. Priority 1
software problems prevent a mission-essential capability
from being performed. Priority 2 software problems affect
mission-essential capabilities, and there is no acceptable
workaround for these problems onboard the P-8A.

There are 369 priority 1 and 2 software problems as of
September 21, 2011. Software problems discovered during
the later stages of the integrated testing may not be fixed in
the software version that is currently planned for IOT&E, and
may require additional software upgrades prior to starting
IOT&E to ensure the software is production-representative.

RQ-4B Global Hawk Block 30, High-Altitude, Long-Endurance
Unmanned Aerial System

The Air Force conducted RQ-4B Global Hawk Block 30 IOT&E
from October 2010 through January 2011. Operational testing
for the next incremental Block 30 capability began in July 2011.
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* When operating at near-continuous operational tempos,
the system provided less than half the required 55 percent
Effective-Time-On-Station coverage over a 30-day period.

* The system was not operationally suitable due to low air
vehicle reliability, incomplete maintenance technical data,
inadequate maintenance training, and ineffective integrated
diagnostic systems.

* The Airborne Signals Intelligence Payload provided a limited
operational utility, but did not consistently deliver actionable
signal intelligence products to operational users, due to
technical performance deficiencies and immature training,
tactics, techniques, and procedures.

* The system did not meet joint interoperability certification and
information assurance requirements.

* In August 2011, the Air Force halted follow-on operational
testing due to a serious air vehicle command and control
software deficiency. The RQ-4B Global Hawk Block 30
developmental test program previously identified this
deficiency, but underestimated its impact during operational
missions.

Spider XM7 Network Command Munition
The Army continued corrective actions to address Spider system
and training deficiencies following the FOT&E conducted in
May 2010. The Army conducted a Spider Limited User Test as
part of the Army’s Network Integration Evaluation at Fort Bliss,
Texas, and White Sands Missile Range, New Mexico, in June 2011.
* Current software development to achieve requirements for
munition control unit reliability and reuse are inadequate.
Increased efforts are needed to achieve operational suitability.
» Further development focused on identifying ways to reduce the
system’s complexity and increase its ease of use by Soldiers is
needed to achieve operational suitability.

Surveillance Towed Array Sensor System (SURTASS) and

Compact Low Frequency Active (CLFA)

The Navy completed an operational assessment of the SURTASS

CLFA during FY11.

* The operational assessment identified some classified
deficiencies with the CLFA detection algorithms and with
some components’ software and hardware reliability.

Vertical Take-Off and Landing Unmanned Aerial Vehicle

(VTUAV) (Fire Scout)

The program deployed two systems aboard Navy frigates

USS Mcinerney in 2010 and USS Halyburton in 2011 to conduct

Military Utility Assessments. In May 2011, the Navy deployed a

land-based VTUAV system to Afghanistan in support of ongoing

Army operations. Developmental testing was also conducted

during 2011.

* The lack of ability to disseminate VTUAV near-real-time
imagery off the host frigate limits VTUAV effectiveness.
In the foreseeable future, this problem is a function of the
shipboard infrastructure and the Navy’s overall command and
control system. While not required as part of the program of
record, it is an area that the Navy should address to maximize
the utility of the VTUAV and other Unmanned Aerial Systems.

* The focus on non-program of record activities between
2010 and 2011, such as the Military Utility Assessments and
Afghanistan deployment, slowed developmental testing. The
time spent training additional operators and maintainers,
modifying air vehicles, integrating non-program of record
payloads, and a requirement to provide spare parts to three
operating locations, delayed the program’s efforts to address
deficiencies.

* Challenges with system reliability and the lack of a dependable
communications relay capability continue to delay the IOT&E.

Warfighter Information Network - Tactical (WIN-T)

Increment 2

The Army conducted a combined WIN-T Increment 2 and
Increment 1b Limited User Test at Fort Stewart, Georgia; Fort
Lewis, Washington; and Fort Gordon, Georgia, in March 2009.
DOT&E assessed the WIN-T Increment 2 as supportive of voice,
video, and data communications. However, the network needs
improvement in the following areas:

» Reliability

 Ability to support on the move communications

* Training provided to Soldiers due to complexity of the system
* Speed of communication due to network routing

* Network Operations Management

* Information Assurance
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Defense Security Assistance Management System
(DSAMS)

Executive Summary

* The Joint Interoperability Test Command (JITC) conducted
the OT&E of the Defense Security Assistance Management
System (DSAMS) Training Module (TM) Block 4 from
June 7-24, 2011, in accordance with a DOT&E-approved test
plan. Additionally, the Defense Information Systems Agency
(DISA) Field Security Office conducted a penetration test from
June 13-24, 2011, at the Defense Enterprise Computing Center
in Oklahoma City (DECC-OKC), Oklahoma.

* DSAMS TM Block 4 is operationally effective and
operationally suitable, but with significant limitations in the
areas of Federal Financial Management Improvement Act
(FFMIA) compliance and information assurance.

* The Air Force Security Assistance Training Squadron
(AFSAT) users were able to accomplish their mission
tasks at well above the 95 percent success rate (most at
100 percent). However, the system did not attain FFMIA
compliance certification. The system and DECC-OKC did not
fully employ current technology to protect data and system
resources, and to detect and react to intrusions. The program
office should take immediate action to rectify these limitations
to improve the overall security posture of the system.

* More than 90 percent of surveyed users (52 of 56) rated
“ease of use” as satisfactory or better and close to 95 percent
of surveyed users (53 of 56) agreed that they could use the
system to adequately perform their mission tasks. However,
only 65 percent (26 of 40) of the surveyed users rated the user
manuals as satisfactory or better and only 69 percent (31 of 45)
rated the online help information as satisfactory or better,
which did not meet the 90 percent requirement.

System

* DSAMS is a Major Automated Information System designed
to support the development and implementation of contractual
agreements for the U.S. Government to transfer defense
equipment, services, and training to international partners via
sale, lease, or grant. The system is funded exclusively with

Foreign Military Sales administrative funding.

* DSAMS supports the following programs:

- Security Assistance programs — Foreign Military Sales,
Foreign Military Financing, and International Military
Education and Training

- Security Cooperation programs — Combating Terrorism
Fellowship Program, Train/Equip (Iraq, Afghanistan), and
Counter-narcotics

* DSAMS consists of three separate modules: Case

Development, Case Implementation, and Training. The Case

Development and Case Implementation modules are used

primarily to support the transfer of defense equipment and

services. A “case” is a government-to-government contractual
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agreement for the U.S. Government to transfer defense
equipment, services, and training to international partners. The
TM builds on the Case Development and Case Implementation
modules by executing those cases involving foreign military
training.
* The program office completed the Case Development and
Case Implementation modules and deployed them in July 1999
and August 2000, respectively. In October 2006, the program
office also completed the foreign military TM for the Army,
the Navy, and the Coast Guard, but not for the Air Force.
The DSAMS TM provides the following major functionalities:
- Case Development — tuition pricing, quota management,
grant planning, training development, and training planning
- Case Implementation — financial authorization, Letter of
Offer and Acceptance notification, and site surveys
- Case Execution — training order placement, training
availability notification, financial status reporting,
monitoring, and reconciliation
- Performance — feedback reporting on training performance
- Reconciliation and Closure — reconciliation, tracking, and
archiving

Mission

DoD Security Assistance and Security Cooperation

program managers use DSAMS to develop and implement
government-to-government agreements (cases) for the transfer
of defense equipment, services, and training to U.S. international
partners via sale, lease, or grant; and manage execution of
international training.

Major Contractor
Information Gateways — Bingham Farms, Michigan
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Activity
* In December 2007, the DoD Inspector General completed a

review of the DSAMS TM and recommended that DOT&E
place it under oversight and ensure that OT&E is conducted on
the Air Force TM (Block 4) when completed.

JITC conducted the OT&E of DSAMS TM Block 4 from
June 7-24, 2011, in accordance with a DOT&E-approved test
plan. The OT&E was primarily conducted at the AFSAT,
Randolph AFB, San Antonio, Texas. JITC also collected
interoperability data at the Defense Security Assistance
Development Center in Mechanicsburg, Pennsylvania, and
information assurance data at the DECC-OKC.

The DISA Field Security Office conducted an information
assurance penetration test from June 13-24, 2011, at the
DECC-OKC.

Assessment
* DSAMS TM Block 4 is operationally effective and

operationally suitable, but with significant limitations in both
areas.

AFSAT users were able to accomplish their mission tasks at
well above the 95 percent success rate (most at 100 percent).
However, the system did not attain FFMIA compliance
certification. This shortfall poses no operational impact to end
users. However, FFMIA compliance certification is needed

to improve financial management of the Defense Security
Cooperation Agency.

During the penetration test, the system and DECC-OKC did
not fully employ current technology to protect data and system
resources from unauthorized access. The system also did not
effectively use technology to detect and react to intrusions.
More than 90 percent of surveyed users (52 of 56) rated

“ease of use” as satisfactory or better and close to 95 percent
of surveyed users (53 of 56) agreed that they could use the
system to adequately perform their mission tasks. However,
only 65 percent (26 of 40) of the surveyed users rated the user

22 DSAMS

manuals as satisfactory or better and only 69 percent (31 of 45)
rated the online help information as satisfactory or better,
which did not meet the 90 percent requirement.

DSAMS failed to comply with Section 508 of the
Rehabilitation Act. This limitation has no operational impact
at this time since there are no known DSAMS users with
physical disabilities that require special accommodation.
Future system upgrades will need to comply with this
regulation (or document a waiver if the effort would cause
undue burden).

The system achieved better than 99 percent availability, which
met the requirement of 95 percent. The system also had

less than 12 hours of downtime per quarter, which met the
requirement for reliability. However, only about half of the
users surveyed (8 of 15) rated the quality of the help desk as
satisfactory or better, which did not meet the requirement of
90 percent.

Recommendations
e Status of Previous Recommendations. This is the first annual

report for this program.

e FY11 Recommendations. The program office should:

1. Achieve FFMIA compliance certification.

2. Resolve the identified information assurance limitations
by improving detection and reaction to intrusions and
employing Public Key Infrastructure identity certifications
and tokens (such as those provided by the Common Access
Card).

3. Consider using a Red Team independent to DISA in future
penetration testing.

4. Seek feedback from users to improve user manuals and
online help information.

5. Enhance the system to meet Section 508 of the
Rehabilitation Act requirements (or document a waiver).

6. Improve the quality of help desk operations.



EProcurement

Executive Summary
* EProcurement extends the functionality of the Defense

Logistics Agency (DLA) Enterprise Business System in three
releases. The final release, Release 1.2, is currently in limited
deployment and is planned for IOT&E in 2012.

The Joint Interoperability Test Command (JITC) conducted
an Operational Assessment (OA) of Release 1.1 in June 2011.
JITC conducted validation tests of fixes to deficiencies in
Release 1.1 in August and October 2011.

In October 2011, JITC assessed EProcurement as potentially
not effective and potentially not suitable. From June to
October 2011, JITC found 20 critical software defects in
Release 1.1 that inhibited users from successfully processing
purchase requisitions and orders, managing and processing
contracts, and managing contract line items. All 20 critical
software defects have subsequently been validated by JITC
to be resolved. JITC also found that 22 moderate software
defects remained open and demonstrated the large amounts
of functionality workarounds required to use Release 1.1.
User comments and ratings indicated that the system was
difficult to use. JITC noted that the volume of workarounds
underscored the negative user evaluation and indicated that
many documents produced in Release 1.1 were not accurate,
not complete, or not usable by themselves and required manual
editing by users.

A joint DLA and Defense Information Systems Agency
(DISA) Red Team conducted a penetration test at the
DISA-operated Ogden Defense Enterprise Computing Center
(DECC) in August 2011 and discovered major Information
Assurance deficiencies. Since that time, DLA and DISA have
taken the necessary actions to mitigate the system from being
compromised, which was partially validated by DLA and
DISA by October 19, 2011. More comprehensive fixes are
being developed and applied. Efficacy of these fixes will be
evaluated in IOT&E.

System
» EProcurement is designed to provide enterprise-level

procurement capabilities for the DLA to replace legacy
procurement systems (Pre-Award Contracting System,
Electronic Contract Folder, Procurement Automated Contract
Evaluation, and Base Operations Support System).

Intended functions of EProcurement include purchase
requisition management, sourcing and solicitation, award
management, and vendor performance management.

The program office has delivered EProcurement in three
releases. Release 1.0 was deployed to approximately 50
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users in November 2010; Release 1.1 was deployed to
approximately 320 users in May 2011; and Release 1.2, which
has all of the required functionality of EProcurement, will be
delivered in multiple roll-outs across the DLA Supply Chains.
- The first roll-out of Release 1.2 was initiated in
October 2011 for a new group of approximately 380
aviation procurement specialists and to the Release 1.1
users (for a total of approximately 700 users).
- The remaining aviation users will receive EProcurement by
September 2012.
- The following roll-out is scheduled for November 2012
to Land and Maritime, followed by DLA Troop Support
starting in June 2013.

* The production environment for EProcurement is hosted at
the DECC in Ogden, Utah, which is operated and maintained
by DISA. EProcurement is one of the programs in the overall
DLA Enterprise Business System Infrastructure hosted by the
Ogden DECC. The back-up site is located at the DECC in
Mechanicsburg, Pennsylvania.

Mission

The DLA users will use EProcurement to procure and provide
the full spectrum of consumables, services, and depot-level
repairables to the Army, Navy, Air Force, Marine Corps, other
federal agencies, and combined and allied forces.

Major Contractor
Accenture — Reston, Virginia
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Activity
» JITC conducted an OA of Release 1.1 from May 31 to

June 16, 2011, in accordance with a DOT&E-approved

OA plan. The OA was conducted at DLA facilities located

in New Cumberland, Pennsylvania; Mechanicsburg,
Pennsylvania; Battle Creek, Michigan; Fort Belvoir, Virginia;
Albany, Georgia; and Kaiserslautern, Germany.

JITC also conducted validation tests from August 4-19, 2011,
and from October 4-7, 2011, to verify the fixes to

the deficiencies identified during operational use and
developmental testing. Furthermore, JITC observed the
developmental testing for Release 1.1 from December 2010 to
February 2011 and for Release 1.2 from April to October 2011.
The DISA Field Security Operations (FSO) and the DLA
Information Operations conducted a penetration test from
August 15-26, 2011. The FSO team tested the supporting
infrastructure on-site at the DECC in Ogden, Utah; and the
DLA team tested the security posture of the EProcurement
application from the internet and from DLA’s internal network.

Assessment
* During the Release 1.1 OA and the follow-on validation

tests, JITC found 20 critical software defects. These defects
inhibited users from successfully processing purchase
requisitions and orders, managing and processing contracts,
and managing contract line items.

The user community found manual award processing

and post-award processing for modifications to be

largely inaccurate, incomplete, and unusable. Some user
dissatisfaction may have derived from the conversion from
manual processes to Enterprise Resource Planning-based
processes, as the Release 1.1 user population had not been
exposed to the Enterprise Business System prior to the
Release 1.1 OA. However, 22 Moderate priority incident
reports (software defects for which there are workarounds)
also remained open and required large amounts of
functionality workarounds to use Release 1.1.

Only one-third of the Release 1.1 users rated the human-system
interface and other system usability attributes as acceptable
during the OA. User dissatisfaction may also have been due,
in part, to slow screen refresh times for some operations. Most
operations were timely; the median screen refresh time was
8.8 seconds (versus a threshold requirement of 15 seconds).
However, 14 operations took more than 1 minute to complete,
and the average screen refresh time was 190 seconds.
Subsequent to the June OA, the program office took action

to address the identified deficiencies. By mid October, the
program office had fixed (and JITC had verified) all 20 critical
software defects. The program office also implemented
optimized software code in early September 2011, which
improved the screen refresh times. During the validation test
conducted in October 2011, the median screen refresh times
met the objective of less than 8 seconds; four operations took
more than 1 minute, and the average screen refresh time was
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about 18 seconds. The program office is continuing to track
operations with long refresh times.

A joint DLA and DISA Red Team conducted penetration
testing at the DISA-operated Ogden DECC and discovered
significant Information Assurance deficiencies. These
deficiencies, if not mitigated, would enable perpetrators to
take total control of the system and all systems connected to
it. A total of 16 Information Assurance findings related to the
system were found. Of the 16 findings, seven were related
to the EProcurement application, seven were related to the
DISA DECC, and two were shared by DLA and DISA. The
program reports that all seven application-specific findings
have been remediated. For the remaining findings, DISA
has developed a Plan of Action and Milestones (POA&M) to
address each of the findings with a phased approach that began
in late October 2011. The DLA, in conjunction with DISA,
also developed a POA&M to address the shared Information
Assurance deficiencies.

All identified Information Assurance deficiencies are
scheduled to be fixed or mitigated by the end of January 2012.
JITC will perform a follow-on penetration/exploitation test
event to verify that the system and supporting infrastructure
are secure.

During the developmental test of Release 1.1, numerous
critical system defects were discovered and documented.
These defects were reported as fixed just prior to deployment
of Release 1.1 into the production environment; however,
the OA still found many critical defects, which indicates that
defect resolution and developmental testing may not be as
robust as they should be.

The operational effectiveness and operational suitability of
EProcurement will be determined after the completion of the
IOT&E of Release 1.2 in 2012.

Recommendations
» Status of Previous Recommendations. This is the first annual

report for this program.

FY11 Recommendations. The program office should:

1. Improve developmental testing and the developmental
test environment to enhance its operational realism so that
critical system defects are discovered in developmental
testing.

2. Improve the feedback mechanisms between the deployed
system and developmental testing so as to incorporate
discovered system deficiencies into subsequent
developmental testing.

3. Develop and implement a plan to use automated testing to
diminish the ongoing regression testing burden.

4. Define and implement an incremental test and roll-out plan
to further reduce program risk.

5. Verify the efficiency of the DLA’s POA&M for Information
Assurance during the [OT&E in 2012.



F-35 Joint Strike Fighter (JSF)

Executive Summary
* The high level of concurrency of production, development, and
test created several challenges for the program and the Services:
- Preparing to begin flight training at the integrated training
center with immature aircraft

- Developing and resourcing structural modification plans for
early production aircraft to meet service life and operational
requirements

- Developing and resourcing configuration upgrade plans to
achieve final Block 3 capability

* The flight rate in flight sciences testing for all variants in
2011 matched or exceeded the new, restructured flight test
plan for 2011. Measurements of progress based on test points
accomplished indicate mixed results for flight sciences of the
three variants: both the F-35B Short Take-Off/Vertical-Landing
(STOVL) variant and the F-35A Conventional Take-Off and
Landing (CTOL) variant are behind schedule (9 and 11 percent,
respectively), and the F-35C Carrier Variant (CV) is 32 percent
ahead.

* Very limited mission systems software flight testing took place
in 2011. Additionally, concurrency between development and
testing of mission systems blocks of capability is growing
and this growth in concurrency increases risk. Development,
integration, and flight testing of the most complex elements of
mission systems lie ahead.

* In October 2011, the program successfully conducted initial
amphibious ship trials with STOVL aircraft in accordance with
the new, restructured plan for 2011; however, significant work
and flight tests remain to verify and incorporate modifications
to STOVL aircraft required to correct known STOVL
deficiencies and prepare the system for operational use.

Although it is early in the program, current reliability and
maintainability data indicate more attention is needed in these
areas to achieve an operationally suitable system.

The program completed full-up system-level (FUSL) testing
of the first flight test aircraft, as required under the LFT&E
plan. Test results confirmed the ability of the airplane to
isolate ballistic damage to targeted components, validating
the robustness of both the flight control and electrical power
systems. Nonetheless, live fire tests and analyses showed the
fuel tank inerting system is incapable of providing protection
from threat-induced fuel tank explosions during some critical
segments of combat missions when the aircraft is most likely
to be hit. The program is redesigning the system. Upon
completion, the redesigned system will be evaluated to
determine if it provides the required protection.

Actual versus Planned Test Flights and Points through November 2011

ALL VARIANTS STOVL ONLY CTOL ONLY CV ONLY MISSION SYSTEMS ;:;.‘:::T
ALLTESTING FLIGHT SCIENCES FLIGHT SCIENCES FLIGHT SCIENCES (MmS)
ACTIVITY
. . . . . . . . . Block0.5 | Block1.0 Aoy
Flights Points Flights Points Flights Points Flights Points Flights Points Points Points
v ACTUAL 915 6,079 308 1,972 264 1,710 154 1,355 189 116 183 743
PLANNED 812 5,509 268 2,175 263 1,925 148 1,023 133 111 125 150
ACTUAL 1,371 11,612 564 4,848 426 3,474 181 2,151 200 203 183 753
Cumulative?
PLANNED 1,252 11,042 563 5,051 349 3,689 179 1,819 161 198 125 160
i iti 185 1,108
Estimated Quantitles 4207 | 48044 | 1437 | 15045 | 827 | 10257 | 1,002 | 12,442 | 941 1,862
Remaining 8,438*

Notes:

1. Other test activity requiring mission systems aircraft that was not mission systems software capability verification (i.e. maturity flights, survivability measurements).
2. Due to re-baselining in early 2011, “planned” test points are equal to the actual test points for activity prior to 2011.

3. Estimates of tests remaining include only the required number of successful flights and baseline test points. Discovery, regression, and re-fly factors are not included.
4. Mission systems estimate includes total remaining Test Points to complete System Design and Development test plans for Blocks 0.5 through Block 3.0.
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System

* The F-35 Joint Strike Fighter (JSF) program is a tri-Service,
multi-national, single-seat, single-engine family of strike
aircraft consisting of three variants:

- F-35A Conventional Take-Off and Landing (CTOL)
- F-35B Short Take-Off/Vertical-Landing (STOVL)
- F-35C Aircraft Carrier Variant (CV)

» It is designed to survive in an advanced threat (year 2012 and
beyond) environment using numerous advanced capabilities.
It is also designed to have improved lethality in this
environment compared to legacy multi-role aircraft.

» Using an Active Electronically Scanned Array (AESA)
radar and other sensors, the F-35 is intended to employ
precision-guided bombs such as the Joint Direct Attack
Munition and Joint Standoff Weapon, AIM-120C
radar-guided air-to-air missiles, and AIM-9 infrared-guided
air-to-air missiles.

* The program provides mission capability in three increments:
Block 1 (initial training), Block 2 (advanced), and Block 3 (full).

* The F-35 is under development by a partnership of countries:
the United States, Great Britain, Italy, the Netherlands, Turkey,
Canada, Australia, Denmark, and Norway.

Mission

» A force equipped with F-35 units should permit the combatant
commander to attack targets day or night, in all weather, in
highly defended areas of joint operations.

» Targets include fixed and mobile land targets, enemy surface
units at sea, and air threats, including advanced cruise missiles.

Major Contractor
Lockheed Martin, Aeronautics Division, Advanced Development
Programs — Fort Worth, Texas

Activity

Test Strategy, Planning, and Resourcing

* The program applied the recommendations of last year’s
Technical Baseline Review (TBR) to the System Design
and Development (SDD) phase test and verification plans.
The program established a new integrated master schedule
for the 2011 calendar year, and rebaselined all test metrics
beginning January 2011.

* In November 2011, the program implemented the changes
to the SDD flight test schedule recommended by the
TBR. These changes included lowering planned flight
rates, increasing planned downtime for modifications of
test aircraft, changing roles for some SDD test aircraft,
adding production aircraft as developmental test aircraft,
lengthening software development spans, increasing the
number of flights dedicated to weapons integration, and
adding sustainment support for flight test.

e Throughout 2011, the program developed a new
integrated master schedule (IMS) for the remainder of
SDD. In December 2011, the program incorporated the
new SDD flight test schedule (which included the TBR
recommendations) in the new, draft IMS. The final IMS is
expected to be available in early 2012.

F-35 Flight Test

F-35A Flight Sciences, Flight Test with AF-1, AF-2, and

AF-4 Test Aircraft

» The program achieved the full complement of planned
F-35A flight sciences SDD test aircraft with the delivery
of aircraft AF-4 in January 2011. F-35A flight sciences
testing focused on expansion of the flight envelope
in transonic and supersonic flight regimes, improving
handling qualities by reducing the impact of transonic
roll-off, and accomplishing the test points required for the
initial training capability flight clearance.
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* As of the end of November 2011, the test team was able
to accomplish the planned sortie rate of 7.7 flights per
aircraft per month (264 flights accomplished, 263 planned).
However, the number of test points accomplished lagged
the planned baseline productivity by 11 percent (1,710
test points accomplished of 1,925 planned). The program
discovered a test point metrics accounting error in November
and adjusted the CY11 planning numbers accordingly. The
error caused a projection of an additional 590 F-35A flight
sciences test points than were actually called for in the test
plans for 2011.

 In addition to the content of the approved baseline test plans,
the program discovered requirements for additional testing.
The test team accomplished an additional 358 test points
per the program’s flight test request process, which is the
formal process for adding flight tests that are not part of the
existing, approved test plan.

F-35B Flight Sciences, Flight Test with BF-1, BF-2, BF-3,

BF-4, and BF-5 Test Aircraft

* In accordance with the post-TBR re-planning guidance, the
program modified two mission systems F-35B test aircraft,
BF-4 and BF-5, as flight sciences aircraft and modified
the original three flight sciences test aircraft (BF-1, BF-2,
and BF-3) to improve their STOVL-mode capabilities and
instrumentation. BF-4 and BF-5 may accomplish either
type of testing: flight sciences or mission systems. In 2011,
BF-4 and BF-5 focused on flight sciences. This brought the
number of F-35B flight science test aircraft to five, which is
the full complement in the new plan.

» F-35B flight sciences focused on preparation for the first
developmental test trials on a large deck amphibious ship,
which began on October 3, 2011, as planned in the new
master schedule for 2011. The test team also worked to



expand the flight envelope for F-35B pilot training (planned
to begin in early 2012), conducted air refueling testing, and
surveyed handling characteristics in transonic flight regimes.
* As of the end of November 2011, the test team was able
to exceed the planned flight rate of 5.1 flights per aircraft
per month, exceeding the total flight goal by 15 percent
(308 flights accomplished, 268 required). By the end of
November 2011, overall test point progress against planned
baseline productivity was slightly behind (9 percent). The
program also identified additional F-35B flight sciences
test requirements and accomplished 213 of these test points
added by flight test requests.

F-35C Flight Sciences, Flight Test with CF-1, CF-2, and

CF-3 Test Aircraft

* The production team delivered test aircraft CF-2 and CF-3
to the Patuxent River, Maryland, test center in May and
June 2011, respectively. CF-3 is primarily a mission
systems test aircraft, but is capable of limited flight sciences
activity, such as ship trials. The program plans to deliver the
final F-35C flight sciences aircraft, CF-5, in late 2012.

» F-35C flight sciences focused on preparing for and
executing carrier landing and catapult launch testing in the
simulated carrier environment at the Lakehurst, New Jersey,
test facility. The test team also began envelope expansion
in the transonic regime, weapons bay environment testing,
and evaluation of handling qualities with weapons bay
doors open.

e As of November 2011, the test team exceeded the
planned flight rate of 4.3 flights per aircraft per month,
accomplishing 154 flights against a planned total of 148.
Test point production exceeded the goal by 32 percent. The
program also identified additional flight test requirements for
F-35C flight sciences and accomplished 132 of these points
added by flight test requests.

Mission Systems, Flight Tests with AF-3, AF-6, and AF-7 Test

Aircraft and Software Development Progress

* The program successfully added F-35A production lot 1
aircraft AF-6 and AF-7 as mission systems test assets
at the Edwards flight test center, California, in June and
May 2011, respectively. Because the program plans for
these aircraft to eventually be operational test aircraft, they
contain instrumentation that makes them useful as mission
systems test aircraft. This brings the total number of
dedicated mission systems test aircraft at present to three;
this number may be augmented by aircraft BF-4 and BF-5
at the Patuxent River test center, as they have a primary role
as F-35B flight sciences assets. For example, aircraft BF-4
accomplished eight mission systems flights early in the year
before entering modifications for F-35B flight sciences ship
trials. The program plans to provide three more operational
test aircraft from production lots 3 and 4 to the mission
systems test fleet — F-35B aircraft BF-17 and BF-18 (in late
2012) and F-35C aircraft CF-8 (in early 2013).

» The test team attempted mission systems test points needed
for acceptance and delivery of the lot 2 and lot 3 aircraft to

the training center. The test team also accomplished other

flight test activity requiring the use of mission systems

aircraft, such as signature tests and “maturity” flights

designed to determine the readiness of the F-35A air vehicle

for the start of pilot training.

As of the end of November 2011, mission systems test

aircraft exceeded the planned flight rate of 5.2 flights per

aircraft per month by 42 percent. The team exceeded the

combined Block 0.5 and Block 1 test point goal of 236

by 27 percent. The program identified additional mission

systems flight test requirements and accomplished 67 of

these points added by flight test requests. The team had not

completed any of the 60 Block 2 flight test points, which the

program intended to begin in November 2011.

Block 0.5, Block 1A, and Block 1B Initial Training

Capability for Lot 2 and Lot 3 Aircraft

- Block 0.5. Most of the Block 0.5 test points (78 percent)
remained to be accomplished after the end of 2010.
In 2011, the test team planned to accomplish 130 of
the 301 remaining Block 0.5 test points concurrently
with Block 1 testing. Block 1 capability has two parts:
Block 1A for lot 2 aircraft and Block 1B for lot 3 aircraft
(retrofit to lot 2).

- Block 1A. The program and the Air Force determined
that the initial Block 1A capability and the F-35A
air vehicle required additional testing and deficiency
resolution in order to be suitable for unmonitored flight
at the training center. Early in 2011, plans for the
airworthiness certification process initially anticipated
that 200 to 400 hours would need to be accumulated
in order to have sufficient flight hours to facilitate a
maturity decision. The Edwards test team added a
“maturity” flight test plan and used the instrumented
lot 1 mission systems test aircraft, AF-6 and AF-7,
which were delivered in May (five months later than
previously planned), to accomplish these flights. The
results of these flights, along with other flight test data,
are inputs to the Air Force’s airworthiness decision and
official military flight release for the lot 2 aircraft at the
training center. Through mid-October 2011, the test
team accomplished 34 F-35A maturity flights flown in
the initial training syllabus mission profile, accumulating
58.6 hours on AF-6 and AF-7 combined. Between early
July and early November, an additional 10 sorties and
19.9 hours were flown in AF-6 and AF-7 with the initial
Block 1A software configuration in flights accomplishing
other mission systems flight test objectives. By the end
of November 2011, the program accumulated a total of
44 sorties and 78.5 hours on the Block 1A software in
the F-35A air vehicle for consideration in the Air Force
airworthiness decision.

- Block 1B. Software integration tasks for Block 1B
mission capability were 90 percent complete by the
end of September 2011 when it began flight test, three
months late based on the new plan. This increment
includes new functionality for sensor fusion, electronic
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warfare, and onboard imagery, as well as system security
provisions. As of the end of November 2011, less than
half of the Block 1B capabilities (12 of 35) had met full
lot 3 production contract verification requirements for
aircraft delivery. Five of the remaining capabilities were
under consideration to be deleted from the requirements
since they were associated with weapons capabilities

not available until lot 5 in the new IMS. The remaining
18 capabilities have some degree of variance from the
expected performance.

- Tests of two systems integral to Block 1 (and later)
capability, the Identification Friend-or-Foe Interrogator
(IFFI) and the laser in the Electro-Optical Targeting
System experienced delays in 2011. This was due to
delays in obtaining clearances from the government
agencies that oversee their use. While limited testing
of the IFFI system has been conducted off-shore in
non-restricted airspace, clearance for testing in national
airspace (planned for May) had not been received as of
this report. Clearance for testing the laser did not occur
until November, while testing was planned to start in
June 2011. These delays affected the ability of the test
team to accomplish the 192 Block 1 test points assigned
for laser and IFFI testing during the year.

Block 2 and Block 3 Software Development Progress

- The program intends to provide Block 2 capability for
production lot 4 and lot 5 aircraft; lot 4 aircraft should
begin to deliver in mid-2012. In the new plan, the
program intends Block 2 to contain the first mission
systems combat capability — including weapons
employment, electronic attack, and interoperability.

- Concurrent with Block 1 development and integration,
the program began integration of initial Block 2A
software using the Cooperative Avionics Test Bed
(CATB) in early October 2011. The development team
augmented the mission systems integration lab, which
was busy supporting Block 1 tasks, with the CATB
as an integration resource. The new plan calls for
the beginning of Block 2A flight test on F-35 mission
systems aircraft before the end of November 2011.
However, initial Block 2 integration task execution
has fallen behind the new plan, having completed
approximately half of the planned schedule, and leaving
approximately 70 percent of integration tasks to go.

- Block 3 development is slightly behind the new plan
with only 30 percent of initial Block 3 having completed
the development phase. In the new plan, the program
simplified Block 3 to two production releases instead
of three in prior planning and schedules. The program
plans the first release, Block 31, to contain no substantive
increase in functions or capability. It will re-host the
final Block 2 capability on the upgraded “Technical
Refresh 2” processor hardware set. The program intends
Block 3i capability for production lot 6 and lot 7 aircraft.
Block 3f, the final increment, includes new capability.
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The program intends to deliver Block 3f for IOT&E and
the final lots of low-rate production.

Modeling and Simulation
Verification Simulation (VSIM)

The program determined that the man-in-the-loop
verification simulation that will meet the operational

test agencies’ intended use would be located at Marietta,
Georgia, for both Block 2 and Block 3 testing.

The contractor worked through validation of the
requirements of the simulated battlespace environment and
the F-35 own-ship modeling with the program office, the
verification team, and the JSF Operational Test Team.

The Lockheed Martin VSIM verification and validation
team provided inputs to the Block 2 flight test plan that will
begin execution in late 2011. The program continues to
work to source the data that will be needed to validate this
simulation for operational testing.

The program began a technical assessment of simulation
validation challenges that have been identified by the
operational test community, and is exploring these in a
series of detailed technical reviews that began in 2011 and
will continue into 2012.

Other Models and Corporate Labs

Of the 28 models and simulations currently planned to
support verification of the F-35, the program office has
accredited four. In 2011, the program accredited use of the
finite element models contained in the National Aeronautics
and Space Administration (NASA) Structural Analysis
(NASTRAN) model in verification of F-35 structures.
NASTRAN solves large structural stress analysis problems
and predicts strength and durability. The program plans to
accredit two more models before the end of 2011.

The changes to the program master schedule enabled
several accreditation need dates to move from 2011 to
later years. About half of the models and simulation in the
verification plan must be accredited in the next 24 months,
with the remainder due between 2014-2016.

Static Structural and Durability Testing

The program halted F-35B durability testing at the end of
last year when a wing carry-through bulkhead cracked before
2,000 hours of airframe life. The required airframe lifetime
is 8,000 hours. Repair of the bulkhead on the test article was
completed in November 2011, and F-35B durability testing is
scheduled to restart in January 2012.

Following the bulkhead crack in the F-35B test article,
analysis verified the existence of numerous other

life-limited parts on all three variants. The program began
developing plans to correct these deficiencies in existing
aircraft by repair/modifications, and designing changes

to the production process. The most significant of these

in terms of complexity, aircraft downtime, and difficulty

of the modification required for existing aircraft is the
forward wing root rib on the F-35A and F-35B aircraft.



All production aircraft in the first five lots will need the
modification before these aircraft reach 1,000 hours.

The program also halted F-35A durability testing after the
F-35B bulkhead crack and restarted it at the end of May 2011.
The test article restarted testing in November 2011, after
completing inspections subsequent to accomplishing

3,000 effective flight hours of testing. During the second
1,000-hour block of testing, the wing root rib failed, as
predicted. The test team is able to continue airframe fatigue
testing in the near-term, while analysis determines when and
how to repair the test article.

F-35C structural testing completed all structural test
objectives in August 2011, including planned “drop tests” in
preparation for simulated carrier trials. Durability testing is
scheduled to begin in Spring 2012.

Training System

The program continued to develop training systems for use

at the Integrated Training Center, Eglin AFB, Florida. The
Air Force’s training command approved courseware and

the syllabus for the initial familiarization flight training (a
six-mission syllabus) portion of the F-35A transition syllabus.
From July through October, the six F-35A lot 2 aircraft
ferried to Eglin on a one-time ferry-flight clearance from the
production plant in Fort Worth, Texas. The aircraft have been
used for verification of Joint Technical Data — the technical
directives delineating F-35 maintenance and servicing
procedures — while awaiting the military flight release
permitting unmonitored flight.

The program worked with the Air Force’s airworthiness
authority to determine the data requirements for the military
flight release needed to begin flying production aircraft at

the training center. Engineering teams cannot monitor these
aircraft like they can flight test aircraft. Though planned to
be complete by August, the military flight release had not
occurred by the end of November 2011. At the time of this
report, the program and the Air Force were in the process of
examining numerous risks in starting unmonitored flight and
training relatively early in, and concurrent with, development.
The program and the Air Force have stated an intention to
follow an event-driven plan to start training.

In August 2010, the JSF Program Executive Officer (PEO)
asked the JSF Operational Test Team to assess the initial
training mission capability intended for the integrated
training center. The JSF Operational Test Team developed an
Operational Utility Evaluation (OUE) plan and submitted it
for approval to DOT&E. In October 2011, DOT&E identified
the need to resolve specific safety-related deficiencies in

the F-35A and sustainment systems, as well as the need to
build-up maturity in the air system, before the OUE test plan
would be approved.

Air System-Ship Integration and Ship Suitability Testing

F-35B. The program accomplished the first of two STOVL
developmental test ship trials on the USS Wasp in October
with test aircraft BF-2 and BF-4. The testing focused on
developing initial short take-offs and vertical landings in the

initial flight envelopes for deck operations, performing initial
ship compatibility assessments, and collecting environmental
data from instrumented ship locations. Seventy-two short
take-offs and vertical landings were completed during

the 19-day deployment in conditions of up to 33 knots of
wind-over-deck and 10 knots of starboard crosswind. Some
standard deck operations and maintenance activities were
demonstrated, including fueling and defueling, aircraft
tiedown, jacking, tire replacement, augmenter boost pump
and door actuator replacements, and hydraulic servicing.
Environmental data were collected to assess thermal stress

to landing sites and shielded areas, and acoustic effects to
ship personnel. Current plans place the second set of trials in
August 2013.

F-35C. The program began F-35C carrier landings, catapult
take-offs, and jet blast deflector testing at the Lakehurst,
New Jersey, test facility in July.

Live Fire Testing

FUSL testing conducted on the first flight test aircraft
(CTOL aircraft AA-1) provided aircraft flight control,
electrical, propulsion, and fuel system vulnerability data.
Due to commonality of the three variants, these results are
extendable to the STOVL and CV variants as well.
Contractor Fuel System Simulator tests showed the
On-Board Inert Gas Generation System (OBIGGS)
performance to be inadequate to support the vulnerability
reduction requirements of the aircraft. A two-phase redesign
effort is underway to provide protection against threat-
induced fuel tank explosion across the entire flight envelope.
Engine test articles have been delivered and structural test
articles have been identified.

Assessment
F-35A Flight Sciences

The test team was able to complete the F-35A flight sciences
testing needed to provide flight envelope for the initial
training mission capability and make progress toward other
flight sciences goals needed to complete the SDD phase.

An error in the test point planning metrics was discovered

in November and the planned number of flight science test
points were adjusted accordingly (590 test points removed
from the planned metric). After this correction, test

point completion lagged the planned level for the year by

11 percent. This lag was a result of accomplishing fewer
test points per flight than planned. Contributing factors
included deficiencies in the air vehicle’s air data system as
well as in-flight data indicating different structural loads
than that predicted by computer modeling. These departures
from model prediction of loads led to the addition of more
build-up points, which are incremental, “stepping stone”
expansions of the flight envelope. Additionally, planned air
refueling testing did not take place because the instrumented
tanker was not available at the expected time.

The test team worked to overcome two obstacles to progress:
test point constraints and aircraft reliability. Aircraft
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operating limitations and inadequate instrumentation often
constrained the available test points to a small subset of
those planned. Aircraft reliability and parts shortages also
negatively affected flight generation.

While the lag is not a significant shortfall at this point in
flight sciences testing, the program needs to continue to
address the obstacles to flight and test point productivity to
avoid a compounding effect. Weapons integration, high angle
of attack testing up to 50 degrees, and completion of elevated
g-loads testing are significant challenges of traditionally
difficult test regimes that lie ahead.

Discoveries included:

- An Integrated Power Package failure during ground start

the training center. Changes to the wheel brake controller
improved this capability, but the program has not
determined if the deficiency is resolved. Effective use of
the latest design depends on the adequacy of simulations
used to train pilots in maintaining directional control
while activating differential braking. This requires precise
control of brake pedal deflection, which will be difficult if
not impossible during non-instrumented flight.

Fuel dump tests found that fuel migrated back into the
aircraft, similar to results discovered on F-35B test aircraft.
This has the potential to create an unsafe condition.
Engine airstarts require sufficient revolutions-per-minute
of the engine for a successful re-start. The Integrated

on aircraft AF-4 in early August resulted in grounding all
aircraft, all variants, for two weeks. A malfunctioning
valve in the power and thermal management system
created the conditions for the failure. Flights resumed after
putting new procedures in place to monitor the valve with
instrumentation on SDD flight test aircraft. The program
also created a procedural change for production aircraft

to manage the risk of failure on aircraft that engineering
personnel cannot monitor. The program completed testing
of a software change that has since been installed on the
F-35A lot 2 aircraft at Eglin in November 2011.

The F-35A flight sciences tested evaluated handling
characteristics and performance in a larger, more stressful
flight envelope than the other two variants (e.g. up to 20
degrees angle-of-attack, with 50 degrees being the required
maximum, and 9 g-load factor, which is the planned
maximum load factor). The program worked to improve
handling characteristics in transonic flight regimes through
changes to flight control software, resulting in acceptable
handling characteristics at high and medium altitudes
(software version R25.0.7). However, the structural loads
on the vertical tail fins of the F-35A aircraft, which stem
from sideslip occurring in this regime, are higher than
predicted and may require modifications to the tails or
further changes to flight control software to reduce these
effects. Additionally, flight tests of the magnitude and
effects of buffet during elevated g-load and angle-of-attack
revealed characteristics that need to be further examined.
Testing in the regime where buffet is expected to be

most pronounced had not occurred by the time of this
report, due to load-factor flight envelope limitations.

Fixes for handling characteristics must be balanced with
other aircraft performance factors to find an acceptable,
optimized solution. The program plans to continue this
testing into 2012; more discoveries of performance trade-
offs or adverse effects to structures are possible.

The program previously discovered deficient aircraft
braking performance during landing on wet runway
surfaces. The program tested new brake control unit
hardware and software intended to improve performance.
The program accelerated testing of the capability to stop
the aircraft after landing on wet runway surfaces to 2011
to support the military flight release for aircraft ferried to
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Power Package and the engine starter generator combine
to provide additional torque to achieve the needed
revolutions-per-minute in a flamed-out engine during an
assisted airstart procedure. Ground tests recently indicated
that the power output from the Integrated Power Package
and the torque supplied by the starter-generator are lower
than expected and may result in a failed start at speeds
below 320 knots. Pilot procedures have been written
requiring the airspeed to be maintained between 320 and
350 knots for an assisted airstart, which produces a high
descent rate. Airstart flight tests have not begun. Software
changes are under consideration to reduce the likelihood of
failed start. This will affect all variants.

- The horizontal tail of aircraft AF-1 was discovered to have

sustained heat damage at the inboard trailing edge area
after long duration afterburner operations on a flight test
mission. The damage consisted of blistering of the surface
and missing pieces of the trailing edge. Restrictions are
in place and the test team is adding instrumentation to
gain more accurate data on the conditions and cause of the
problem.

F-35B Flight Sciences

The test team was able to improve the tempo of
STOVL-mode flight test early in the year in order to

open sufficient flight envelope and accomplish other
shore-based build-up for the ship trials in October 2011.
Test and engineering teams accomplished a significant
amount of modifications to the test aircraft to bring about
this needed increase in the pace of STOVL-mode flight
test. To accomplish 2011 goals, the test team also worked
to overcome the challenges of low aircraft reliability and
parts shortages.

The test team was able to conduct safe flight tests of the
STOVL-mode and successfully completed initial ship
trials using flight monitoring systems in SDD test aircraft.
The program has not completed the final re-designs and
plans to correct deficiencies through modifications of
F-35B production aircraft intended for the fleet, which
cannot be monitored in-flight because these aircraft are not
instrumented. Production aircraft will be restricted from
STOVL-mode flight operations until Service airworthiness
authorities grant a flight clearance. A significant amount



of flight test and development of system maturity of the

final STOVL-mode door and propulsion system designs

remains to be accomplished. A system mature enough for
unmonitored STOVL-mode flight may be needed as early .
as late 2012 to coincide with the delivery of lot 4 F-35B

aircraft to the Marine Corps at Yuma, Arizona. If testing

of the changes is not complete and needed modifications

are not installed by late 2012, aircraft at Yuma will fly in
CTOL-mode only.

The following table describes the door and propulsion
problems by component, and identifies the production cut-in,
if known.

F-35B Door and Propulsion Problems

Category Component Problem Design Fix and Test Status Procit:_cl:on
Upper
Lift Fan . . . New actuator under development. Interim design willbe | BF-38
Subsystems Inlet Door Actuator redesigns due to high actuator failure rates. tested during SDD, planned for late CY12. LRIP6
Actuators
- . Problems included inadequate life on door locks, Redesign currently being installed on BF-1, including
Auxiliary Air . . . . R - BF-38
Structure excessive wear and fatigue due to the buffet environment, | associated structural longeron repair. Flight testing to
Inlet Door . - L LRIP 6
inadequate seal design. begin in mid-December 2011.
BF-1 and BF-2 modifications are complete. BF-3 will
Lift Fan Door . . . not to be modified (will not be used for STOVL Mode
Cracks occurring earlier than predicted. Root cause - .
Structure Actuator analysis showed fastener location incorrectly inserted in 4 operations). BF-4 has resumed Mode 4 operations. BF-5
Support desian Potential design fix is on BF-5; however, limited STOVL LRIP 2
Beam gn: mode testing has been done on BF-5 to date (less than 30
total hours as of November 2011).
Doors separated from aircraft BF-2 and BF-3 during flight; | g 50 being instrumented. All SDD F-35B aircraft have
door loads not well understood, aero pressures higher o . . .
Roll Post L an interim fix with door stiffeners/clips and strengthened
Structure Nozzle Doors than expected. Impact not limited to STOVL mode torque tube fasteners. Final design is still to be determined Notknown
operations - flight not to exceed 400 KCAS below 18K ft a ’ 9
. (TBD).
and 0.5 minimum g-load.
. Door attachment wear/damage found on BF-1 (6/11) Interim mod on BF-1 (01/12), instrumentation added.
3 Bearing L ; Lo ! ) ) . )
. requiring new inspection interval every 25 mode-4 flights. | Final design and retrofit plan is TBD. Slow Landings now
Structure Swivel Nozzle - ) . - . . ) Not known
Door During Slow Landing flight testing, measured door loads prohibited below 100 knots pending the results of flight
exceeded limits. testing.
Structure Main Landing | Door cracking observed on BF-1, 2, 4 aft door adjacent to Final design is TBD. Instrumentation added to BF-2. Not known
Gear Doors aft lock.
Lift fan .dnve shaft undergoing a second redgmgn. Original Analysis of failure of 2nd design and corrective action is
. . design inadequate due to shaft stretch requirements to . o . BF-44
Propulsion | Drive Shaft ongoing. Additional spacers needed - uniquely fitted for
accommodate thermal growth, tolerances, and maneuver K R LRIP 7
) each aircraft — to ensure proper lift fan performance.
deflections.
. Lift fan clutch has experienced higher than expected drag Temperature data f'°”.‘ the clutch hou§|ng s being BF-44
Propulsion | Clutch - . . . collected on the test aircraft to determine risk and a path
heating during conventional (up and away) flight. LRIP7
forward.
Insulation between the roll post nozzle bay and the
Roll Post Roll bost nozzle bav temperatures exceed current actuator actuator is being installed and tested to provide
Propulsion | Nozzle a a‘E)iIit Actuato); faiIuF:e during Mode 4 operations interim solution for LRIP 2 — 4 STOVL aircraft. Increased TBD
Actuator P Y- 9 P ’ temperature actuator is scheduled to be available for test
in early 2012.

* The status of F-35B door and propulsion deficiencies follows.
- Redesign of the auxiliary air inlet doors continued, this
being needed to reduce deflection under actual flight
loads that have proven to exceed design and modeling
predictions. The program plans flight testing of the new
design in early 2012. These doors conflicted/jammed
during operation on newer F-35B test aircraft, necessitating
special attention to door rigging. -
- Analysis continued on the three-bearing swivel nozzle
doors and the lower lift fan door as a result of flight tests

indicating higher than predicted loads. The program plans
to modify the design of the three-bearing swivel nozzle
doors and test concurrently with the modified auxiliary inlet
door in early 2012. This testing is expected to generate the
dynamic loads data required to assess whether any further
design changes to the three-bearing swivel nozzle doors
will be required to achieve full-life capability.

Temperatures in the roll control nozzle actuator area
exceeded the heat tolerance of the current actuator design
during flight test, necessitating a redesign. The program is
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changing the insulation in the nozzle actuator area as an
interim fix and redesigning the nozzle actuator to improve
heat tolerance. The program plans new hardware by the
end of 2011 for testing.

- Roll control nozzle doors separated in-flight from a test

aircraft twice, drawing attention to door rigging and the
potential for redesign. The program plans to conduct
flight test on a new door in early 2012 to support the
redesign effort.

- The interim solution to unacceptably high clutch

temperatures is to add a temperature sensor and display
page so that the pilot can be aware of increasing
temperature inside the clutch housing. Fuel and
operational conditions permitting, changing flight regimes
(e.g. configuration, altitude, and airspeed) may cool the
clutch so that the pilot can engage STOVL modes. Such a
cooling procedure may be untenable in combat conditions.

- The program added spacers to the lift fan driveshaft to

address unanticipated expansion/stretching that takes
place during flight. This is an interim solution while the
program redesigns the driveshaft for better performance
and durability.
The vertical lift bring-back requirement is a primary
STOVL-mode attribute and is a Key Performance Parameter
(KPP). It is the weight of a minimum fuel quantity and other
necessary payload needed to safely recover the aircraft on
the ship after an operational mission, plus a representative
weapons payload. Managing aircraft empty weight growth
is essential to being able to meet the vertical lift bring-back
requirement. The F-35B aircraft weight management
challenge is complicated by balancing available lift, thrust
required, and vertical descent rates in the vertical landing
mode. Current and projected F-35B aircraft weight growth
threatens the ability to meet this vertical lift bring-back
requirement. The November 2011 weight data show only
230 pounds of margin between the current weight and the
intended not-to-exceed weight of 32,577 pounds, which is
the program’s technical performance measurement threshold
for empty aircraft weight currently programmed for
January 2015. This weight margin represents 0.71 percent
of the current weight and allows for only 0.22 percent
weight growth per year until the technical performance
measurement assessment deadline, which is prior to the end
of SDD. The program recently determined that allowing a
greater descent rate to touchdown (7 feet per second) plus
possible positive thrust margins available from the lift fan
may add an additional 142 pounds of weight tolerance to
the technical performance measure not-to-exceed weight.
This additional weight increases the margin to 1.2 percent
of current weight and allows for 0.36 percent weight growth
per year. Managing weight growth with such tight margins
for the balance of SDD will be a significant challenge,
especially with over 70 percent of the scheduled F-35B
flight sciences test flights remaining to be accomplished in
the next 60 months. For comparison, weight growth on the

F-35 JSF

F/A-18 E/F was approximately 0.69 percent per year for first

the 42 months following first flight.

Other discoveries included:

- The program found that later models of upper lift fan door
actuators caused the door to stop moving as commanded.
The program intends to redesign the actuator in time to
begin flight test in late 2012, and introduce the new actuator
into production aircraft in lot 6.

- The fuel dump system causes fuel to migrate back into the
aircraft structure, where it is retained until after landing.
While some improvement was noted with modifications to
the vent area on test aircraft, the program plans more work
to correct this deficiency.

- Flight test teams discovered cracks in landing gear doors
on STOVL aircraft. Analysts determined that gear door
stresses were within tolerance. Root cause analysis of the
cracks continued through the time of this report.

- Using the version of flight control software available
at the beginning of 2011, undesirable wing roll-off,
airframe buffet, and sideslip occurred in transonic flight
regimes. Through changes to flight control software, the
program improved these handling qualities. By the end of
November 2011, testing of the latest flight control software
change (version R25.0.7) indicated the handling qualities
did not meet the current criteria. No further software
modifications specific to transonic roll-off are planned.
The program is examining the handling characteristics
criteria for operational relevance. Two options remain:

a) consideration of structural modifications to improve
handling characteristics, or, b) relaxation of the handling
characteristics criteria. Testing also began to survey the
magnitude and effect of buffet during elevated g-load

and increasing angle-of-attack; e.g. up to 16 degrees
angle-of-attack, of the 50 degrees required maximum,
and 7.5¢g load factor, which is the required maximum.
Testing in the regime where buffet is expected to be most
pronounced had not occurred by the time of this report.
As with the CTOL aircraft, the test and engineering teams
must balance improvements to handling qualities with
other performance factors to find an acceptable, optimized
solution. This testing will continue into 2012.

- Aircraft BF-2 experienced damage to coatings on the
horizontal tail following afterburner use similar to that
found on F-35A aircraft AF-1. Restrictions are in place
and the test team is adding instrumentation to gain more
accurate data on the conditions and cause of the problem.

F-35C Flight Sciences

As F-35C flight sciences focused on preparation for and
execution of carrier launch and landing testing at Lakehurst, a
limited amount of other envelope expansion occurred in 2011.
The F-35C flight sciences test points accomplished thus far
are approximately 15 percent of the total expected in SDD.
The lack of available flight envelope in the transonic regime
currently constrains testing of F-35C aircraft handling



qualities. In limited testing using flight control software that
benefitted from F-35A and F-35B testing, the F-35C aircraft
performance in the transonic flight regime demonstrated the
predicted intensity of uncommanded rolls but higher buffet
levels. The F-35C aircraft was expected to have the greatest
challenge of the three variants in the transonic flight regime,
which led to the decision to incorporate structural provisions
for the installation of external spoilers in one test aircraft.
The carrier launch and landing testing at Lakehurst
provided valuable lessons regarding the impacts of these
dynamic environments on the aircraft early in the testing.
Corrections and regression testing are needed as a result of
the discoveries listed below. The program is also working
to correct other performance problems such as excessive
nose gear oscillations during taxi, excessive landing gear
retraction times, and overheating of the electro-hydrostatic
actuator systems that power the flight controls. The program
will subsequently evaluate the need for modifications of
production aircraft for these items.

Discoveries included:

- Flight test aircraft could not engage the arrestment cable

during tests at the Lakehurst, New Jersey, test facility. The
tail-hook point is undergoing a redesign and the hold-down

damper mechanism requires modifications to enable
successful arrestments on the carrier. Resolution of these
deficiencies is needed for testing to support F-35C ship
trials in late 2013.

- Hold-back bar and torque arm components, which keep the

F-35C aircraft from moving forward when tensioned on the
catapult at full power, require a redesign due to the use of
incorrect design load factors. Actual loads are greater than
predicted. The impact of these greater-than-predicted loads
on strength and fatigue characteristics is under analysis by
the program.

Loss of inertial navigation and GPS inputs to pilot displays
occurred during a catapult launch. Root cause analysis was
in progress at the time of this report.

systems flight rate and limited test point productivity for
mission systems capability. However, the majority of this
year’s mission systems test point accomplishment was

for F-35A maturity (37 percent) and other non-software
verification tasks (34 percent). This occurred partially
because of the constraints on test operations caused by
delays in obtaining clearances to test the Electro-Optical
Targeting System laser and operate the Identification
Friend-or-Friend Interrogator. F-35A maturity flights more
than offset these test constraints in consuming mission
systems aircraft flight test productivity. The need to add
maturity flights is a manifestation of highly concurrent
production of aircraft and development of the air vehicle.
To accomplish these flights, the program had to use the
mission systems test aircraft from production lot las they
represented the low-rate initial production (LRIP) aircraft
that would be flying unmonitored at the training center.
Even though these aircraft were mission systems test
assets, these flights evaluated the overall maturity of the
air vehicle, not just the effectiveness of the limited mission
systems capability for initial training.

Overall, the program has demonstrated very little mission
systems capability thus far in flight test on F-35 aircraft.

In fact, the program has not delivered some of the intended
initial training capability, such as effective and consistent
radar performance. Only very limited F-35 flight testing of
sensor fusion took place this year. In accordance with the
test plans to build up to operationally relevant flight test
scenarios, flight tests to date largely focused on verifying
correct sensor contributions to sensor fusion, with limited
stressors on the system. The program plans more stressing
flight test scenarios in upcoming flight testing. It is too
early to determine the effectiveness of the fusion design.
Knowledge of mission systems performance is extremely
limited until the measure of fusion performance is oriented
to operationally relevant weapons employment, electronic
warfare, threat location, and threat identification.

- The test team conducted initial testing in the transonic * The limited progress in demonstrating mission systems
flight regimes with one version of air vehicle software on capability so far causes increasing concurrency among the
aircraft CF-2. Problems similar to the other variants were first three increments of mission systems software capability.
observed, such as excessive buffeting and roll-off, at times - If the program introduces Block 2 into flight test in

making the helmet-mounted displays unreadable.

- Higher than predicted temperatures exist in the
electro-hydrostatic actuator system during flight testing
of the aircraft in a landing configuration. This component
provides the force to move control surfaces.

Mission Systems

Assessing mission systems progress requires a review of the

allocation of flight test activity so far, and an understanding

that the total mission systems verification to date is only

approximately 4 percent of that planned to complete SDD

mission systems software testing.

- Operating only one test aircraft for the first six months,
and three total aircraft for the remainder of the year, the
Edwards test team was able to exceed the planned mission

early 2012 as it plans to do, there will be a significant
amount of overlap of the remaining Block 0.5 and

Block 1.0 test execution with Block 2 development,
integration, and flight testing. Per the status of execution
of the test plans at the end of 2011, 40 percent of the
Block 0.5 and over 85 percent of Block 1 test points will
remain unaccomplished; these are demonstrations of
functions and capability that are largely foundational to
Block 2 capability. This situation creates uncertainty as to
what capability will be provided to production lots 3 and 4
and how this capability will be verified before release to
the field.

The inherent and growing concurrency in the mission
systems flight test plan is a source of risk in the program.
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The difficulty of managing multiple configurations on test
and operational flight lines to assure use of appropriate
software, increasing rework of software, and the potential
for greater than expected regression flight tests are
significant challenges to the program.

This creates an uncertain starting point for the next two
years, during which the program plans to evaluate Block 2
capability. Significant challenges come with correcting
the current known deficiencies and evaluating weapons
delivery capability, interoperability with other platforms,
and electronic warfare capability. A significant risk area
for the program during this time is the absence of mission
systems testing with an operationally representative
mission data file, which is the compilation of threat and
other system data needed for track identification and
appropriate threat countermeasures.

Discoveries included:
- The helmet-mounted display system is deficient. It is

meant to display key aircraft handling/performance

information as well as tactical situational awareness and

weapons employment information on the pilot’s helmet

visor, replacing conventional heads-up display systems.

= Deficiencies include integration of the night vision
capability, integration of Distributed Aperture System
video for night vision, symbology jitter or swimming,
and latency. These stem in turn from poor acuity
with night vision camera hardware, limited computer
processing power, inaccurate head position tracking,
and poor helmet fit, complicated by vibration-inducing
airframe buffet experienced at high angles-of-attack in
some dynamic maneuvering regimes.

= The program began pursuing a dual path to resolve the
technical shortfalls and provide a system that will enable

flight test to proceed and meet operational mission needs.

One path is to complete development of the original
helmet-mounted display system by the end of SDD
Block 3. The alternate path is to integrate a technically
mature, existing helmet-mounted display system that
addresses the symbology stability problems that have
been discovered, but requires an additional night vision
system (such as existing night vision goggles) to provide
night combat capability, and does not display Distributed
Aperture System imagery on the pilot’s visor. The
impacts of these two paths on mission systems schedule
cannot be measured until plans are integrated into the
master schedule.

= The program made several modifications to the helmet
to be useful in daytime flight test and the benign initial
training environment. Shimming and visor alignment
changes have corrected some of the virtual heads-up
display deficiencies for flight test and initial training;
however, more work is needed for the existing helmet
to support certain flight test missions in the near future
(e.g. high angle-of-attack, elevated g-loading, weapons
employment) and combat operations.
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- Panoramic cockpit displays in the mission systems aircraft

overheat during flight test. The program is pursuing
modifications to test aircraft to increase cooling and
decrease heat load so that testing can continue.

- While mission systems software has been stable during

flight tests so far, startup time and startup stability is poor,
usually taking more than 30 minutes to complete. The

most recent Block 1B software improved startup times, but
more improvement is needed for suitable operations.

- Radar anomalies in flight included loss of air target tracks

without indicating radar faults or failure to the pilot. Root
cause analysis was in progress at the time of this report.

Operational Assessment

The JSF Operational Test Team completed an operational
assessment of the F-35 program and determined that it is

not on track to meet operational effectiveness or operational
suitability requirements. The JSF Operational Test Team
assessed the program based on measured and predicted
performance against requirements from the JSF Operational
Requirements Document, which was re-validated in 2009.
The primary operational effectiveness deficiencies include
poor performance in the human systems integration (e.g.
helmet-mounted display, night vision capability) and aircraft
handling characteristics, as well as shortfalls in maneuvering
performance (e.g. F-35A combat radius, which is a KPP, and
F-35C acceleration).

The driving operational suitability deficiencies include an
inadequate Autonomic Logistics Information System (ALIS)
for deployed operations, excessive time for low observable
maintenance repair and restoration capability, low reliability
and poor maintainability performance, and deficient crypto
key management and interface compatibility.

The assessment was completed prior to release of an updated
program integrated master schedule. While additional

time and resources in development may aid the program

in resolving some deficiencies, several requirements are

not going to be met given current, known program plans.
After the new master schedule is available, along with
documentation of the application of the additional resources
applied to SDD plans, an updated operational assessment
may be provided.

Air System-Ship Integration and Ship Suitability Testing

The F-35B initial ship trials on USS Wasp supported initial
short take-off and vertical landing envelope expansion
efforts for shipboard operations with data collected as
planned across a portion of the wind-over-deck conditions.
As expected, high starboard crosswinds produced the
most challenging environment. One approach to hover
prior to a vertical landing was waved off by the pilot due
to turbulence in the ship’s airwake. A minimal nozzle
clearance of 2 inches was observed at rotation during a
short take-off with high starboard crosswinds when the
pilot made an aggressive correction to maintain centerline.
The test team demonstrated deck and hangar operations.



Although maintenance was completed while aboard the ship,
limited support equipment was positioned on USS Wasp

and no ALIS equipment supported the deployment aboard
the ship. The test team created a virtual private network
connection between the ship and the prime contractor in
Fort Worth such that they were able to process maintenance
actions as if operating at Patuxent River. Aircraft BF-2
diverted to Patuxent River twice during the deployment

for maintenance — once for a fuel leak that could not be
addressed at sea and once when the team elected to have
upper lift fan door actuators replaced ashore. The upper lift
fan door actuators on BF-4 had to be replaced twice during
the trial period, once at Patuxent Rive and once at sea with an
embarked maintenance team.

Ground Structural Testing and Analysis

The fatigue cracks that occurred in November 2010 in a
F-35B wing carry-through bulkhead early in durability testing
were the result of unpredicted high stress concentrations. The
finite element modeling previously conducted by the program
to analyze the airframe was not adequate and did not predict
these stress concentrations.

As a result of the bulkhead crack, the program completed a
detailed analysis of the full structural design for all variants,
which identified more life-limited parts. A total of 58 parts
were identified across all three variants. The most significant
of these in terms of complexity, aircraft downtime, and
difficulty of the modification for existing aircraft is the
forward wing root rib on the F-35A and F-35B aircraft. All
production aircraft in the first four lots will need the forward
root rib modification before these aircraft reach 1,000 hours.
The risks of concurrent development, testing, and production
are highlighted by the experience with structural testing.
Since most flight testing remains to be completed, the
potential for more discoveries exist. The program predicts
another 22 major discoveries and 43 moderate discoveries
within SDD. The program plans to continue durability
testing through two airframe lives (16,000 hours). Current
schedules indicate the completion of the second airframe life
will occur in early 2015 for F-35A and late 2014 for F-35B
and F-35C. This means a total of nine aircraft production lots
will be procured before completion of durability testing.

Issues Affecting Operational Suitability

Flight test and lot 1 aircraft demonstrated low reliability
compared to the operational requirement (i.e., the reliability
required at 50,000 total flight hours for each variant) and
compared to where program plans expect reliability to be

at this point in system maturity. Based on data at the end
of September 2011, the mean flight hours between critical
failures were measured to be 2.65 hours for the F-35A,

2.05 hours for the F-35B, and 2.06 hours for the F-35C.
These values range between 21 to 31 percent of the planned
mean flight hours between critical failure for each variant
given the flight hours accumulated so far. However, the
rolling three-month trend of this measure is not stable

for any of the variants, indicating continued discovery in

reliability. Due to the initial low reliability experienced so

far in all variants, the program has a significant challenge to
provide sufficient reliability growth to meet the operational
requirement. The program is working to update the
reliability growth plan, last produced in 2006. Significant
contributors to low reliability include the following:

- F-35A wheel and tire assemblies, thermal management
system, flight control actuators, fuel systems, and electrical
power systems/connectors

- F-35B lift fan system, thermal management, fire protection
system, electrical power system/converters, wheel and tire
assemblies, access doors/covers, lower inlet lip, wing and
fuselage repairs, panoramic cockpit displays, doors, and
actuators

- F-35C landing gear wiring, wheel and tire assemblies,
thermal management system, wing and fuselage repairs,
engine nozzle segment, electrical power system, and
fuel system.

Maintenance of flight test and production lot 1 aircraft is

taking longer than required for the mature system. For

example, mean corrective maintenance time for critical
failures for F-35A and F-35B aircraft is approximately twice
that required of the mature system. The F-35C air vehicle

is currently maintained at the required threshold for this

requirement. Mean time to repair data show that all three

variants currently are experiencing approximately twice the
required time for the mature system. Current maintenance
repair times are driven largely by immature health
management and autonomic logistics information systems;
however, the potential exists for discoveries in flight test and
early operational fielding to further reduce maintainability.

Timely maturation of these systems, completing and

verifying technical order data are critical to improving

maintainability for operational units. It is too early to predict
whether the required maintainability thresholds can be met.

The program failed to design the unit-level ALIS hardware

for deployability. The squadron operating unit weighs

2,466 pounds and measures 79 inches high by 40 inches

deep and 24 inches wide. It also requires climate-controlled

environments. The program worked through late 2010

and 2011 to redesign the system and provide improved

deployability by late 2014. However, there is no plan for

end-to-end testing of the system, and funding of retrofits or
changes to the units that will be purchased in the meantime.

The problem needs correction in order to take advantage

of F-35 capability in forward operating locations expected

in combat.

Data Quality and Integration Management (DQIM) is a vital

part of the autonomic logistics global sustainment plan for

the F-35. The ALIS version 1.0.3 is supposed to incorporate

DQIM; however, missing data elements (e.g. part number,

logistics control number, serial number) of vendor supply

databases have prevented timely testing and fielding of ALIS
version 1.0.3. This results in the development of manual
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data tracking processes for early LRIP aircraft. The program
expects to have DQIM data products available to support
ALIS 1.0.3 fielding in May 2012.

Modification of Low-Rate Initial Production (LRIP) Aircraft

The aircraft produced in the first five production lots will
require significant numbers of structural modifications and
configuration upgrades to attain the planned service life

and the intended Block 3 capability. The program office
worked with the Services this year to organize a funding

and scheduling strategy. These are known as concurrency
modifications because ground and flight tests concurrent
with production identified the need to change the design after
production began in order to achieve acceptable performance.
These modifications include corrections to airframe parts
discovered to have limited life during structural durability
testing conducted so far. Additionally, the program has
always planned a significant hardware and software upgrade
from Block 2 to Block 3 mission systems capability; this will
affect the first five lots of aircraft.

Service plans, particularly in regards to throughput at the
training center equipped with the initial production aircraft,
must account for the planned downtime, which will be

45-60 days. For example, the program plans the F-35A and
F-35B forward wing root rib modification to take a depot
repair team 45 days to complete. All of the aircraft intended
for operational testing require many of these modifications
and the Block 3 upgrade in order for the JSF Operational Test
Team to conduct an adequate IOT&E.

Training
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The JSF Operational Test Team developed an OUE test plan
to provide the PEO the assessment he requested of the initial
F-35A training mission capability, initially planned to begin
in August 2011. The readiness-to-test and readiness-to-begin
training processes highlighted several issues that have led to
delays to the start of pilot flight training.

Based on the flight schedule planned in April 2010, the
program expected to have completed over 1,100 sorties and
over 1,980 flight hours on the F-35A SDD aircraft (including
the two lot 1 aircraft) by the end of November 2011. Actual
numbers were 622 flights and 1,175 hours. The lower than
expected flight rate and hours created schedule pressure to
start training activities with a less mature aircraft system than
planned.

The primary problem for the program and the Air Force

has been determining the acceptable level of risk involved
with starting training in immature aircraft. The key event
anticipated by the program office and the training center is
obtaining a suitable military flight release from the Air Force
airworthiness authorities, which is needed before pilots

can fly the aircraft at the training center. The results of the
maturity flights on the production lot 1 mission systems test
aircraft were that approximately half required intervention
by flight test control room personnel, an indication of low
system maturity and likely mission abort in a non-flight test
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environment. The abort rate was measured at three times the
measure of success set by the program and the airworthiness
authority.

As of the end of November 2011, the program had made
progress on some of the safety-related items identified by
DOT&E in October. Although the program and the training
center leadership had officially committed to an event-driven
start of flight training, they had provided no explicit plan

for building maturity in the F-35A aircraft in order to safely
conduct the OUE and begin F-35A pilot training. As of the
end of November 2011, there were less than 80 total flight
hours on the training mission software configuration and less
than 1,200 hours on the F-35A variant. Historically, more
than 2,500 fleet hours have been needed to reduce risk of
beginning training in a new aircraft to an acceptable level.

Live Fire Test and Evaluation

Live Fire FUSL testing of the first flight test aircraft
consisted of 25 ballistic tests. Testing confirmed the ability
of the airplane to isolate the damage to targeted components.
Testing validated the robustness of both the Flight Control
and Electrical Power Systems. Further analysis of the

data will take place to compare with the pilot-in-the-loop
simulations completed in FY09, which provided the basis for
FUSL pre-test predictions, and to ensure that test limitations
did not obscure potentially significant vulnerabilities.
Analyses of OBIGGS fuel system simulator tests showed
that the system is incapable of providing protection from
threat-induced fuel tank explosions during some critical
segments of combat missions when the aircraft is most
vulnerable. Program focus is currently on the immediate
need to meet requirements to protect the aircraft from
lightning-generated fuel tank explosions and on redesigning
OBIGGS to provide protection throughout all combat
mission segments.

Recommendations
» Status of Previous Recommendations. The program and

Services are satisfactorily addressing four of seven previous
recommendations. The remaining three recommendations
concerning use of objective criteria for evaluating flight test
progress, integrating flight test of an operational mission data
load, restoring shut-off valves, and redesigning the OBIGGS
are outstanding.

* FY11 Recommendations. The program should:

1. Conduct an integrated test review of the final flight test
schedule to ensure the new integrated master schedule
matches flight test schedule sequencing and content, and
that both comply with the TBR-recommended planning
factors.

2. Use a criteria-based event-driven strategy to reduce risk

before beginning flight operations with early, immature
production aircraft at the training center or elsewhere.



. Determine the impact of the alternate path for the
helmet-mounted display on the integrated master schedule,
including potential for cockpit and pilot systems redesigns.
. Ensure operationally relevant criteria are used to evaluate
handling characteristics in transonic flight regimes and in
buffet testing.

. Produce and implement a realistic reliability growth plan.

. Evaluate and reduce the risk of later than intended
completion of structural durability testing given concurrent
production.

7. Improve spares efficiency/resupply and test aircraft
reliability at the flight test centers.
8. Survey the test plans for certifications required by

government agencies outside program and Service control

and plan appropriate lead-time for these certifications.
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Global Command and Control System — Joint (GCCS-J)

Executive Summary 3 andland
» Defense Intelligence Systems Agency (DISA) development oL/

O REDERPLOYINENT

focused on implementing high priority capability

enhancements, software corrections, and infrastructure

improvements to Global Command and Control System — Joint

(GCCS-J) Global, Joint Operation Planning and Execution

System (JOPES), and Status of Resources and Training System

(SORTS).

GCCS-J Global

* DISA developed GCCS-J Global v4.2.0.8 to provide
operational enhancements, remediate security
vulnerabilities, and correct Integrated Imagery and
Intelligence application deficiencies. The Air Force 46th
Test Wing and JITC completed combined developmental/
operational test (DT/OT) and the program manager has
resolved all major deficiencies identified during testing.
Analysis of combined DT/OT data is still ongoing.

GCCS-J JOPES

* DISA developed GCCS-J JOPES v4.2.1 to support
development and modification of operational plans
involving Intermediate Locations (ILOC), implementation
of the Initial Transportation Tracking Account Number
(TTAN) Framework, decoupling of the Deliberate Crisis
Action Planning and Execution Segments (DCAPES),
and infrastructure upgrades. While many of these
enhancements functioned correctly, planners were not
able to perform timely flow constraint analysis and mass
edits of Unit Line Number records. Based upon OT&E
results, DOT&E assessed GCCS-J JOPES v4.2.1 as not
operationally effective, but operationally suitable.

* DISA held a GCCS-J JOPES v4.2.1 Acquisition Review
Board on October 14, 2011, which resulted in a decision
to forgo JOPES v4.2.1 fielding. Instead, DISA decided
to develop a JOPES v4.2.0.2 to implement infrastructure
upgrades and TTAN Framework. DISA also decided to
develop a plan and request approval to begin incremental
JOPES modernization, which will include further
development and refinement of ILOC capabilities.

GCCS-J SORTS

* DISA developed GCCS-J SORTS v4.2.0.1 Updates 1
and 2 to implement software corrections to the SORTS
communications processor, SORTS master database,
Readiness Assessment System — Joint Tool and Readiness
Assessment System — Input Tool. DOT&E determined that
SORTS v4.2.0.1 Update 1 was operationally effective with
limitations and operationally suitable. DISA completed the
SORTS v4.2.0.1 Update 2 developmental test without any
major deficiencies identified. Analysis of SORTS v4.2.0.1
Update 2 developmental test data is still ongoing.

DERLOYIIENIET

13 - Integrated Intelligence and Imagery
RAS - Readiness Assessment System

SORTS - Status of Resources and Training System
TBMD - Theater Ballistic Missile Defense

ACOA - Adaptive Course of Action

COP - Common Operational Picture

DJC2 - Deployable Joint Command and Control
DVT - Defense Visualization Tool

JOPES - Joint Operation Planning and Execution System

» DISA transitioned SORTS program management
responsibilities to the Defense Readiness Review System
Implementation Office in late October 2011.

System

GCCS-J is a command, control, communications, computers,

and intelligence system consisting of hardware, software

(commercial off-the-shelf and government off-the-shelf),

procedures, standards, and interfaces that provide an integrated

near real-time picture of the battlespace necessary to conduct

joint and multi-national operations.

GCCS-J consists of three main components:

- GCCS-J v4.2 Global Release (Force Protection, Situational
Awareness, Intelligence applications)

- JOPES v4.2 (Force Employment, Projection, Planning, and
Deployment/Redeployment applications)

- SORTS v4.2 (Force Readiness and Sustainment
applications)

GCCS-J consists of a client/server architecture using

open systems standards, government-developed military

planning software, and an increasing use of World Wide Web

technology.

Mission

Joint Commanders utilize the GCCS-J to accomplish

command and control.

Commanders use GCCS-J:

- As an integrated, scalable command and control,
communications, computers, and intelligence system.

- To link the National Command Authority to the Joint
Task Force, component commanders, and Service-unique
systems at lower levels of command.
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- Conduct contingency and crisis action planning.

- To process, correlate, and display geographic track
information on friendly, hostile, and neutral land, sea,
and air forces, integrated with available intelligence and
environmental information to provide the user a fused
battlespace picture.

Major Contractors

* Government Integrator — DISA

» Software Developers:
- Northrop Grumman — Arlington, Virginia
- SAIC — Arlington, Virginia
- Pragmatics — Arlington, Virginia

Activity

» JITC conducted all testing in accordance with the

DOT&E-approved Test and Evaluation Master Plan and test

plans.

GCCS-J Global

» DISA developed GCCS-J Global v4.2.0.8 to provide
operational enhancements, remediate security
vulnerabilities, and correct Integrated Imagery and
Intelligence application deficiencies.

* The Air Force 46th Test Wing and JITC conducted the
GCCS-J Global v4.2.0.8 combined DT/OT at Eglin AFB,
Florida, from August 22-26, 2011. Eleven users
representing the 46th Test Wing, Headquarters Air Force
Combat Command, and Central Command, participated
in the OT&E. The Air Force 46th Test Wing and JITC
collected additional OT&E data at DISA Headquarters,
Fort Meade, Maryland, from September 19-23, 2011.

GCCS-J JOPES

» DISA developed GCCS-J JOPES v4.2.1 to support
development and modification of operational plans
involving ILOC, implementation of the initial
Transportation Tracking Account Number, decoupling of
the DCAPES, and infrastructure upgrades.

» JITC conducted OT&E of GCCS-J JOPES v4.2.1 in two
phases. JITC conducted the first phase from March 28 to
April 1,2011. JITC resumed testing from May 2-6, 2011,
to accommodate the Army Forces Command, which
was unable to participate in the original test due to Base
Realignment and Closure requirements. Regression
testing and problem report resolution continued through
July 22, 2011. Twenty-four users representing Pacific
Command, Transportation Command, Central Command,
Southern Command, Forces Command, Northern
Command, Joint Forces Command, Headquarters Army,
Headquarters Air Force, and Marine Forces Command
participated in the OT&E.

* DISA held a GCCS-J JOPES v4.2.1 Acquisition Review
Board on October 14, 2011, which resulted in a decision
to forgo JOPES v4.2.1 fielding. Instead, DISA decided
to develop an interim JOPES Release v4.2.0.2, within 4
to 6 months, to implement infrastructure upgrades, TTAN
Framework, and other fixes from previous testing. DISA

also decided to develop a plan and request approval to begin

incremental JOPES modernization, which will include
further development and refinement of ILOC capabilities.

40 GCCS-J

GCCS-J SORTS

* DISA developed GCCS-J SORTS v4.2.0.1 Update 1
to implement software corrections to the SORTS
communications processor, SORTS master database,
and other readiness applications. DISA developed
GCCS-J SORTS v4.2.0.1 Update 2 to implement software
corrections primarily affecting the Army, Air Force, and
Coast Guard.

* DISA conducted GCCS-J SORTS v4.2.0.1 Update 1
developmental test at DISA Headquarters, Falls Church,
Virginia, from April 14-15, 2011. Developmental testers
and operational users participated in the developmental test.
JITC and developmental testers collected additional data on
April 29, 2011.

* DISA conducted GCCS-J SORTS v4.2.0.1 Update 2
developmental test at DISA Headquarters, Fort Meade,
Maryland, from September 6-14, 2011. Operational users
from the Coast Guard and Air Force participated in the
developmental test. DISA conducted GCCS-J SORTS
v4.2.0.1 Update 2 regression testing from September 26 to
October 21, 2011.

» DISA transitioned SORTS program management
responsibilities to the Defense Readiness Reporting System
Implementation Office in late October 2011.

Assessment
e JITC conducted GCCS-J combined DT/OT, or dedicated
operational testing, and identified major deficiencies during the
operational test phase resulting in extended operational testing
or the need for additional regression testing. DISA should
have identified many of these major deficiencies earlier in the
testing process.
GCCS-J Global
* The Air Force 46th Test Wing and JITC completed
combined DT/OT of Global v4.2.0.8 and the program
manager has resolved all major deficiencies identified
during testing. Analysis of combined DT/OT data is still
ongoing.
GCCS-J JOPES
*  While users were able to input ILOC information into the
JOPES v4.2.1 system, planners were not able to perform
timely flow constraint analysis and mass edits of Unit Line
Number records to change ILOC data correctly. The ILOC
implementation also introduced the potential for users to



inadvertently delete ILOC data from the database while
attempting to only edit portions of the information using
the Mass Edit feature. The ILOC flow constraint analysis
requirements need further development by the Joint Staff
J3 and the combatant commands, using mission threads

or similar visualization methods, to clearly define the
mission need and concept of operations. Other functional
changes to JOPES v4.2.1 supporting the TTAN Framework,

Update 1 was operationally effective with limitations and
operationally suitable.

JITC observed SORTS v4.2.0.1 Update 2 test activities to
provide an independent assessment of the results. DISA
completed developmental testing without any major
deficiencies identified. Analysis of developmental test data
is still ongoing.

decoupling of DCAPES, and infrastructure upgrades Recommendations
functioned correctly. Based upon OT&E results, DOT&E  Status of Previous Recommendations. DISA addressed all
assessed GCCS-J JOPES v4.2.1 as not operationally previous recommendations.
effective, but operationally suitable. * FY11 Recommendations.
GCCS-J SORTS 1. DISA should develop and field an interim JOPES release

JITC observed SORTS v4.2.0.1 Update 1 test activities to
provide an independent assessment of the results. DOT&E
determined that DISA implemented all software fixes
effectively. However, insufficient Defense Readiness
Reporting System — Navy interface data were collected to
resolve effectiveness for this interface. SORTS v4.2.0.1

that addresses the most urgent user requirements that were
successfully demonstrated during JOPES v4.2.1 testing.

. The Joint Staff J3 should coordinate and formalize ILOC

requirements to ensure further development meets user
needs.
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Joint Biological Point Detection System (JBPDS)

Executive Summary

.

DOT&E submitted classified reports to Congress on the Joint
Biological Point Detection System’s (JBPDS) capability to
detect and identify tactically significant biological warfare
agent attacks in order to support decisions to initiate medical
treatment in June 2009 (for four biological warfare agents) and
August 2011 (for six biological warfare agents).

JBPDS’s operational capability varies widely with the
biological warfare agent used, the nature of the attack, and
environmental conditions.

The August 2011 report was based on the Army Test and
Evaluation Command’s Whole System Live Agent Testing
conducted from June 2010 to February 2011.

System

.

The JBPDS provides detect-to-treat biological agent point
detection, identification, and sampling capability.

The JBPDS consists of a biological suite that has a Biological
Aerosol Warning Sensor (or trigger), collector, fluid transfer
system, and identifier. The identifier inoculates assays that
contain antibodies of specific biological warfare agents.

The JBPDS provides the capability to collect and preserve
samples for confirmatory analyses to support follow-on
courses of action for the commander, including treatment,
quarantine, countermeasures, and litigation.

The Services require the system to detect the presence of a
biological aerosol and to identify the biological warfare agent
in less than 15 minutes.

04"
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Shelter Shipboard

The Navy will employ the JBPDS aboard ship. The Army
employs JBPDS mounted in a High Mobility Multi-purpose
Wheeled Vehicle or integrated into the Stryker Nuclear,
Biological, and Chemical Reconnaissance Vehicle.

Mission
Units equipped with the JBPDS provide early warning and
identification of aerosolized biological warfare agents.

Major Contractor
General Dynamics Armament and Technical Products
Division — Charlotte, North Carolina

Activity

Based upon the June 2009 DOT&E report, the Joint

Program Executive Officer for Chemical and Biological
Defense approved full-rate production of the JPBDS on
October 1, 2009, and directed an update of the Test and
Evaluation Master Plan and Whole System Live Agent Testing
for the remaining six biological warfare agents not previously
tested against the integrated system.

The Army Test and Evaluation Command conducted Whole
System Live Agent Testing Phase II in a Bio-Safety Level-3
containment chamber at Dugway Proving Ground, Utah,

from June 2010 to February 2011 for the remaining six
biological warfare agents in accordance with the June 2010
DOT&E-approved Test and Evaluation Master Plan.

DOT&E combined the whole system test data with modeling
of agent transport and dispersion to assess the operational
implications of system performance against biological warfare
agents.

Assessment

JBPDS has limited capability to detect and identify tactically
significant biological warfare agent attacks in order to support
decisions to initiate medical treatment for the biological agents
identified in the August 2011 DOT&E report.

JBPDS’s operational capability varies widely with the
biological warfare agent used, the nature of the attack, and
environmental conditions.

Recommendations

Status of Previous Recommendations. The Services have

addressed all previous recommendations.

FY11 Recommendation.

1. The Army and Navy combat developers should revise
the concept of operations and tactics, techniques, and
procedures to account for the performance of the JBPDS.
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Joint Chemical Agent Detector (JCAD)

Executive Summary

* The Joint Chemical Agent Detector (JCAD) M4A1, referred
to as the M4E1 during testing, is operationally effective and
suitable.

e Overall, the M4A1 detects lower levels of chemical warfare
vapors than the previous production model, the M4. JCAD
provides warning of the presence of chemical warfare vapors
in sufficient time to take protective measures.

* The detector is reliable, easy to maintain, and has a high
availability rate.

System

» JCAD is a hand-held device that automatically detects,
identifies, and alerts operators to the presence of nerve and
blister vapors, as well as one blood chemical agent vapor and
one toxic industrial chemical vapor.

» JCAD is a non-developmental item modified from a
commercially available device. It operates as a stand-alone
detector. It is carried by personnel and placed onto various
platforms, including ground vehicles, fixed-site installations,
and collective protection shelters. It supplements or replaces
the Automatic Chemical Agent Detector Alarm and the
Improved Chemical Agent Monitor.

e The JCAD will be issued to:

- Army squads

- Marine platoons

- Air Force base reconnaissance and ground-service
personnel

- Navy shore installations and riverine or land-based units

Mission
* Operators use JCAD to determine the presence of chemical
warfare agent and toxic industrial chemical vapors by:
- Checking personnel for contamination
- Monitoring in and around a stationary vehicle or shelter’s
interior and exterior, or aircraft while on the ground

* Operators equipped with JCAD, and installation emergency
management personnel operating remote JCAD arrays, alert
personnel to take personal protection measures and unit force
protection measures such as contamination avoidance or an
increase in mission-level protective posture.

Major Contractor

Smiths Detection — Edgewood, Maryland, and Watford, United
Kingdom

Activity

* The program office awarded a new competition-based contract
for procurement of the JCAD. Smiths Detection, the original
contractor, won the contract with a modified version of the
JCAD referred to as the JCAD M4EI.

* DOT&E approved an updated Test and Evaluation Master Plan
on July 22, 2010, to address developmental and operational
testing of the JCAD.

e The Army Test and Evaluation Command conducted
developmental and operational testing of the new production
model JCAD (M4E1) from June to October 2010 in

accordance with the approved Test and Evaluation Master
Plan.

* DOT&E provided an Operational Assessment of the JCAD
M4E1 to support the decision to change the production line to
produce the new model.

e On March 30, 2011, the Joint Program Executive Office for

Chemical and Biological Defense approved a production cut-in
decision for JCAD M4E]1 and directed first article testing to
verify changes to the system made after the operational test.
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On April 21, 2011, DOT&E approved the Overarching Test
Plan for the First Article Test of the JCAD M4E1.

The Army Test and Evaluation Command conducted

JCAD MA4E]1 first article testing from April to June 2011 to
demonstrate the effectiveness of software modifications to
address shortcomings identified during earlier developmental
and operational testing.

Based upon the results of the First Article Test, the Army type
classified the JCAD M4E]1 as the JCAD M4A1 and accepted
delivery of production systems.

Assessment

exposure to levels that cause incapacitating health effects, and
to levels that cause noticeable effects.

The detector demonstrated a mean time between operational
mission failure of 385 hours in monitor mode (versus a
requirement of 750 hours) and 135 hours in survey mode (no
stated requirement) during operational testing. First article
testing of the JCAD with software modifications to address
reliability shortcomings improved reliability in the monitor
mode to 803 hours mean time between operational mission
failure at the 80 percent lower confidence bound.

The detector demonstrated an availability rate over 98 percent
(versus a requirement of 92 percent).

» Based on results from the operational test and First Article
Test, the JCAD M4A1 is operationally effective and suitable. Recommendations

Status of Previous Recommendations. There were no FY10

e Overall, the M4A1 detects lower levels of chemical warfare .
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vapors than the M4. The M4AT1 and the M4 provide warning
of the presence of chemical warfare vapors in sufficient
time for individuals to take protection measures to preclude

JCAD

recommendations.

¢ FY11 Recommendations. None.



Joint Tactical Radio System (JTRS)
Ground Mobile Radio (GMR)

Executive Summary

» Joint Tactical Radio System (JTRS) Ground Mobile Radio
(GMR) continues to demonstrate that it has technically
immature hardware, software operating environment, and
software-programmable waveforms.

* In May 2011, the Army reported a Nunn-McCurdy critical
cost breach of the JTRS GMR program. On October 14, 2011,
the Defense Acquisition Executive published an Acquisition
Decision Memorandum (ADM) that did not support
certification and terminated the JTRS GMR program.

* The Army rescheduled its planned December 2010
Milestone C Limited User Test (LUT) from June to July 2011
due to performance and reliability problems noted during its
2010 GMR System Integration Test (SIT). The Army later
downgraded the planned LUT to a Customer Test due to a
Nunn-McCurdy breach and continuing performance and
reliability problems that could not be fixed prior to the planned
operational test.

* During the Customer Test, commanders found the GMR
was not useful for combat operations due to deficiencies in
size, weight, power consumption, lack of transmission range,
complexity of operations, and poor reliability. The initial
Army user report recommends stopping development of the
GMR and not fielding it to operational forces.

System

* JTRS is a family of software-programmable and hardware
configurable digital radios intended to provide increased
interoperability, flexibility, and adaptability to support
numerous tactical communications requirements.

* JTRS GMR components include a portable control display
device, universal transceivers, a network/information security
interface unit, and power amplifiers, which combine to create

Dual Mount — Standard 4 Channel Configuration
WBPA

NIU — Network Information/Security Unit

PCDD - Portable Control Display Device

UT - Universal Transceiver

VUPA - VHF (Very High Frequency)/UHF (Ultra High
Frequency) Power Amplifier

WBPA - Wideband Power Amplifier

radio sets for installation in Army and Marine Corps ground
vehicles.

Mission

Commanders from the Army and the Marine Corps intend to use

JTRS GMR to:

» Communicate and create networks to exchange voice, video,
and data during all aspects of military operations.

¢ Interface with other JTRS product line radios and legacy radio
systems in joint and coalition operations.

Major Contractor
The Boeing Company, Integrated Defense Systems — Huntington
Beach, California

Activity

* Due to poor JTRS GMR and Wideband Networking Waveform
(WNW) performance during the 2010 GMR SIT, the Army
delayed its scheduled December 2010 JTRS LUT until
June 2011 to allow time for reliability and performance
improvements.

* The Army downgraded the rescheduled JTRS LUT to a
Customer Test due to deficiencies in JTRS GMR and WNW
performance demonstrated during Field Experiment 5 in
February — March 2011. The GMR Customer Test was
conducted as part of the Network Integration Evaluation (NIE).

* During the Customer Test, NIE commanders attempted to use
the JTRS GMR WNW network, but found the network was not

useful due to range limitations and poor reliability. Maneuver
companies were equipped with 100-foot towers to mitigate
the poor performance of the WNW network. The radio’s
performance did not meet the unit’s expectations for range and
reliability even with 100-foot towers.

* In May 2011, the Army reported a Nunn-McCurdy critical cost
breach of the JTRS GMR program. On October 14, 2011, the
Defense Acquisition Executive published an ADM that did not
support certification and terminated the JTRS GMR program.

* The JTRS GMR has an approved 2008 Test and Evaluation
Master Plan with requirements based upon the 2006 JTRS
Operational Requirements Document 3.2.1.

JTRS GMR 47



Assessment

48

The FY11 JTRS GMR schedule delays were due to technically
immature GMR hardware, software operating environment,
and waveform software.

The GMR NIE did not demonstrate the WNW mobile ad hoc
network capability. The presence of numerous 100-foot towers
(contractor-installed), aerostats, and retransmission mission
vehicles created a static WNW network and static company
command posts.

The Army’s Brigade Modernization Command (BMC)
conducted a review of the JTRS GMR during the NIE. The
BMC report noted numerous deficiencies including size,
weight, excessive power requirements, significant heat output,
complexity of operation, and lack of GMR reliability. The
BMC recommended that GMR development be stopped and
that the Army not field the GMR.

The WNW has not demonstrated that it is a viable waveform
that can support the operational needs of commanders when
units are tactically dispersed.

JTRS GMR was not reliable in NIE. Reliability was 125 hours
Mean Time Between Essential Function Failure versus a
466-hour requirement.

JTRS GMR

* The joint WNW network manager is not an effective tool
to manage the WNW network. Soldiers preferred the
commercially-available Simple Network Management
Protocol Console software for WNW network management.
There are no other JTRS-developed network management
capabilities for the other waveforms hosted on the GMR, such
as the Soldier Radio Waveform.

Recommendations
» Status of Previous Recommendations. All previous
recommendations remain valid.
* FY11 Recommendation.
1. The program should complete the requirements contained
within the October 14, 2011, JTRS GMR Nunn-McCurdy
Review ADM.



Joint Tactical Radio System (JTRS)
Handheld, Manpack, and Small Form Fit (HMS)

Executive Summary
* In January 2011, the Army conducted a Verification of

Correction of Deficiencies (VCD) test with a redesigned
version of the Rifleman Radio. The VCD indicated the
redesigned radio corrects most of the prior-design radio’s
deficiencies and improves reliability.

In May 2011, the JTRS HMS program received a Milestone C
Low-Rate Initial Production (LRIP) decision based upon the
improved performance of the Rifleman Radio demonstrated
during the VCD. The Defense Acquisition Executive approved
the Rifleman Radio LRIP quantity of 6,250 radios and a
Manpack LRIP of 100 radios based upon its performance in

8 days (reduced from 45 days) of developmental testing.

In June 2011, the Army conducted a Manpack LUT as a part of
its 2011 Network Integration Evaluation (NIE). The Manpack
radio demonstrated problems with reliability, transmission
range, and voice quality that restricted the unit’s ability to
accomplish its mission. These same problems were observed
during the curtailed period of developmental testing.

The JTRS HMS program is schedule-driven and has reduced
developmental testing to support an aggressive operational test
schedule. Therefore, operational testing has and will likely
continue to reveal problems that should have been discovered
and fixed during developmental testing. The program
continues preparation for its scheduled November 2011
Rifleman Radio IOT&E and its scheduled May 2012 Manpack
Multi-Service Operational Test and Evaluation (MOT&E).

System
» JTRS is a family of software-programmable and hardware

configurable digital radios intended to provide increased
interoperability, flexibility, and adaptability to support
numerous tactical communications requirements.

The JTRS HMS program provides handheld and two-channel
manpack radios supporting Army, Marine Corps, Navy, and
Air Force operations. The program develops Small Form

Fit (SFF) radio configurations that include the stand-alone
Army Rifleman Radio and embedded SFF variants that serve
in Army host platforms such as the SFF-B (intended for the
Shadow Unmanned Aerial Vehicle) and the SFF-D (intended
for the Small Unmanned Ground Vehicle).

The program strategy has two phases of HMS production.
Phase 1 is Rifleman Radios with National Security Agency
(NSA) Type 2 encryption of unclassified information. Phase 2
is Manpack Radios with NSA Type 1 encryption of classified
information.

Rifleman Radio

Mission
Commanders from the Army, Marine Corps, Navy, and Air Force
use JTRS HMS radios to:

» Communicate and create networks to exchange voice, video,
and data using legacy waveforms or the Soldier Radio
Waveform (SRW) during all aspects of military operations.

 Integrate JTRS SFF variants into host platforms to provide
networked communications capabilities for users engaged
in land combat operations to support voice, video, and data
across the air, land, and sea battlespace.

Major Contractor
General Dynamics, C4 Systems — Scottsdale, Arizona
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Activity

Rifleman Radio

* The JTRS HMS program initiated a complete redesign of
the Rifleman Radio hardware and improved its software to
address the deficiencies identified during the 2009 LUT.
The redesigned Rifleman Radio features improvements in
size, weight, battery life, and increased radio frequency
power out.

* InJanuary 2011, the Army conducted a Rifleman Radio
VCD at the Maneuver Battle Lab, Fort Benning, Georgia.
The VCD was used to confirm that deficiencies in the
Rifleman Radio’s reliability, doctrine, range, battery life,
and thermal characteristics had been properly addressed.

* On May 18, 2011, the Defense Acquisition Executive
approved the JTRS HMS Milestone C LRIP decision to
purchase 6,250 Rifleman Radios.

* The Army continued development of the Rifleman Radio
Test and Evaluation Master Plan (TEMP) to support its
planned 1QFY 12 NIE Rifleman Radio IOT&E.

Manpack

* The Army conducted two developmental tests of the
Manpack radio:

- Manpack Customer Test, conducted at Fort Benning,
Georgia, February 7-11, 2011

- Formal government developmental test (GDT),
conducted at the Electronic Proving Grounds, Fort
Huachuca, Arizona, April 15-22, 2011 (originally
planned for 45 days)

* At the program’s May 18, 2011, Milestone C, the Defense
Acquisition Executive approved an LRIP of 100 Manpack
radios. The Manpack LRIP is intended to support
future developmental and operational tests. A second
Manpack LRIP In Progress Review (IPR) is planned for
February 2012.

* InJuly 2011, the Army conducted the Manpack LUT, as
part of its NIE at Fort Bliss, Texas, to support the program’s
post-Milestone C IPR. The Army used the LUT to assess
the performance of the Manpack under numerous mission
scenarios executed by a cavalry troop.

* The Army is developing a JTRS HMS Manpack Radio
Acquisition Strategy Report, Capabilities Production
Document (CPD), and TEMP. These documents will be
required for future developmental and operational testing.

Assessment

Rifleman Radio

* During the 2009 Rifleman Radio LUT, DOT&E assessed
the radio as useful during mission preparation, movement,
and reconnaissance activities. During combat engagements,
however, the radio demonstrated poor performance and the
squad had difficulty with employment of the radio.

* During the 2011 Rifleman Radio VCD, the redesigned radio
demonstrated improvement:
- Operational reliability was 277 hours Mean Time

Between Essential Function Failure compared to the
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radio’s revised requirement of 477 hours. This translates
to a 92 percent chance of completion of a 24-hour
mission compared to a requirement of 95 percent.

- Transmission range met the radio’s requirement of 2,000
meters in an urban setting and 1,000 meters in dense
vegetation.

- Radio battery life exceeded the radio’s revised 8-hour
requirement.

- Doctrine for use of the radio demonstrated improvement.

- Radio temperature was reduced.

Manpack

e The Army reduced the Manpack formal GDT (April 2011)
from its originally scheduled 45 days to 8 days to place
radios into the NIE JTRS HMS Manpack LUT.

* Both the Manpack Customer Test and formal GDT
highlighted deficiencies in performance and poor reliability.
The Army determined that the Manpack’s Single Channel
Ground and Airborne Radio System (SINCGARS)
waveform was not ready for test and did not test it during
the truncated formal GDT.

* During the NIE JTRS HMS Manpack LUT, the radio
demonstrated the following:

- Ability to transmit and receive on two channels

- Ability to distribute Position Location Information
throughout the network

- Poor reliability

- Short range of the Soldier Radio Waveform and
SINCGARS waveforms that significantly constricted the
operational area of the cavalry troop

- Inconsistent voice quality

- SINCGARS waveform did not support unit operations
and was immature for operational test

e The NIE JTRS HMS Manpack LUT’s reliability data
collection was inadequate and not conducted in accordance
with the approved test plan.

e The JTRS HMS program is schedule-driven and has
reduced developmental testing to support an aggressive
operational test schedule. The program continues
preparation for its scheduled November 2011 Rifleman
Radio IOT&E and its scheduled May 2012 Manpack
MOT&E.

Recommendations
* Status of Previous Recommendations. The JTRS HMS
program is addressing all previous recommendations.
* FY11 Recommendations. The JTRS HMS program should:
1. Ensure that adequate developmental testing is performed
prior to future operational tests.
2. Correct any deficiencies noted at the November 2011
Manpack LUT prior to the scheduled MOT&E.
3. Complete necessary Rifleman Radio and Manpack radio
documentation to support future developmental and
operational testing.



Joint Tactical Radio System (JTRS)
Network Enterprise Domain (NED) Network Managers

Executive Summary

* The Joint Tactical Radio System (JTRS) Wideband
Networking Waveform (WNW) Network Managers (JWNM),
the Soldier Radio Waveform (SRW) Network Managers
(SRWNM), and the JTRS Enterprise Network Manger (JENM)
allow signal personnel to manage the networks of JTRS
software-defined radio sets.

e Of the JIWNM management functions (planning, monitoring,
controlling, and reporting), testing primarily examined the
planning and monitoring functions.

* Review of JWNM and SRWNM training materials and
observation of planning exercises indicate that certain planning
tasks are burdensome and prone to errors. A highly skilled
user with the intended military occupational specialty is able
to develop the plan, enter it into the system, and correct errors.
However, the available personnel within the unit for the test
events often are not at the skill level designated in the training
materials.

e The JWNM monitoring function tested in the Army Network
Integration Evaluation (NIE) 11.2 did not meet the operational
needs of the users, with software performance hindering
system use. Software performance problems included
user concerns with timeliness and accuracy of displayed
information and system slowdowns and lockups requiring
routine hard reboots.

» Without an independent means of determining the actual
status of the radios (e.g. if the radio is on or off and where the
radio is located) and how the WNW network is performing
(e.g. what radios are currently connected), the accuracy of the
JWNM monitoring function cannot be determined.

e The SRWNM IOT&E analysis is not complete. Initial
observations are that unit signal personnel can load a
communications plan on the SRWNM, create the mission
data set file, and load it on the Rifleman Radios. This took
several days longer than planned. Causes will be identified
when the test data are available for analysis. Lessons learned
from the testing conducted show the program manager and
test community need to develop a better T&E methodology
for JWNM, SRWNM, and JENM that clearly establishes
the needed level of developmental test, trials, and scoring
criteria. Additionally, results identify the data collection tools
needed to assess the accuracy of all management functions and
determine the readiness to enter operational test.

System

» JTRS Network Enterprise Domain (NED) software
applications allow the JTRS software-defined radio sets to
provide communications to tactical forces. The software
applications include waveforms, enterprise networking

services (route and retransmission among waveforms), and

enterprise network management.

The waveforms and enterprise networking services software

are integrated into and are considered part of a JTRS radio

set, and their performance is part of that reported for the JTRS

Ground Mobile Radio (GMR); Handheld, Manpack, and Small

Form Fit (HMS); and Airborne, Maritime, and Fixed Station

(AMF) radio products.

The enterprise network management software is separate from

the JTRS radio sets and is deployed on designated commercial

oftf-the-shelf laptop computers.

- The current network manager products are: JWNM for
managing WNW networks; and SRWNM for managing
SRW networks of JTRS software-defined radio sets.

- InFY12, the JENM is intended to integrate the JWNM and
SRWNM onto a single laptop computer.

- Enterprise network management functions include
planning, monitoring, controlling, and reporting:

= The planning function develops the network parameters
and creates a Radio Mission Data Set file that loads into
and configures the GMR, HMS, or AMF radio sets.

= The monitoring function provides a near-real-time
display of the WNW or SRW network status and the
conditions of the radios.

= The control function allows the signal officer to make
changes to the network, to include sending commands to
the radio operator, changing the configuration parameters
of the radio sets, or conducting cryptographic functions
(rekey, zeroize, and transfer).

= The reporting function records all network management
events and makes the data available for analysis.

JTRS NED 51



Mission

» Forward-deployed military forces use JTRS radios to
communicate and create networks to exchange voice, video,
and data during all aspects of tactical military operations.

» Signal staffs use the JWNM and SRWNM to plan, monitor,
control, and report on network operations involving JTRS
GMR, HMS, and AMF software-defined radio sets running
WNW and SRW.

Major Contractors

* The Boeing Company, Phantom Works Division — Huntington
Beach, California (the JWNM and JENM developer)

* ITT Electronics Systems Division, Clifton — New Jersey (the
SRWNM developer)

Activity
* DOT&E approved the JTRS NED Test and Evaluation

Master Plan (TEMP) in July 2011. Shortly after the TEMP

was signed, the Nunn-McCurdy actions related to GMR

delayed the Milestone that the GMR test event was to support.

The Rifleman Radio test events were accelerated from

December 2011 to October 2011, and the HMS Manpack radio

events were also accelerated.

JWNM

* JWNM developmental testing occurred during the
following test events:

- The JTRS GMR System Integration Test extension
conducted by the Army’s Electronic Proving Grounds in
September and October 2010 at Fort Huachuca, Arizona.

- The JTRS GMR Field Experiment 5 conducted by the
Army’s Electronic Proving Grounds in February and
March 2011 at Fort Huachuca, Arizona.

¢ The JWNM also completed a Customer Test with the
GMR during the Army NIE 11.2 event in June and
July 2011 at White Sands Missile Range, New Mexico.
Units participating in NIE 11.2 only monitored GMR/
WNW networks. There was no Soldier planning activity
in support of the GMR Customer Test; the program office
developed and loaded the Radio Mission Data Set files onto
the radios.

* Following the GMR Customer Test, the NIE 11.2 Capstone
event took place, which was not part of the formal test.
Soldiers did develop a network plan for the Capstone event,
entered it in the JWNM, and monitored the set-up of the
GMR network.

SRWNM

* The SRWNM completed two government developmental
tests in August and September 2011 at Fort Huachuca,
Arizona, to examine technical readiness for OT&E, and
had its IOT&E conducted during the JTRS Rifleman Radio
IOT&E in October and November 2011.

JENM

* The JTRS NED Program Office continues development of
the JENM, which will integrate the JWNM and SRWNM
into a single network management product in FY12.

Assessment

* There are lessons learned from ongoing JTRS NED testing that

need to be applied to future events. Without an independent

52 JTRS NED

means of registering the true status of JTRS radios using

WNW or SRW, the accuracy of the JWNM monitoring

function cannot be determined. In addition, the program

manager and test community have not agreed on a deliberate,
integrated test process to properly test and assess the myriad
of capabilities provided by the JWNM, SRWNM, and JENM
software. The TEMP outlines a general plan for test, but the
reality of execution has not met the proper level of rigor.

* To date, the testing has been mostly demonstrations of various
capabilities with very limited instrumented data collection.
There is a close link between radio performance, waveform
performance, and the network manager performance. More
deliberate testing and data collection that can separate
JWNM or SRWNM performance deficiencies from radio and
waveform problems are needed.

JWNM

» JTRS Field Experiment 5 examined the JWNM planning
and monitoring functions for WNW networks for GMR
radios, as well as limited experimentation with control
functions.

- Planning: Subject Matter Experts from the Army Signal
Center completed two of the three planning types during
the pilot of the JWNM training. Planning software was
considered intuitive, but not flexible enough to support
changes to the plan.

- Monitoring: The monitoring function exhibited latency
of up to 15 minutes in displaying updates and differences
between displayed status and radio properties. It is
unclear what the cause is for the delay — breakdown
of the network over time, waveform problems, and/or
reporting parameters selected.

- Control: Over-the-air zeroization (rendering the radios
non-functional) met the 3-minute requirement. Other
control functions, such as changing the frequency
used by WNW subnets, updating the Simple Network
Management Protocol, commanding a GMR to only
receive messages, changing the presets on the GMRs,
and disseminating revised Radio Mission Data Set files,
demonstrated mixed performance results.

* JWNM training for Field Experiment 5 did not provide
procedures to troubleshoot, determine, and inform the
operators regarding appropriate WNW/GMR parameter
changes. Sparing for JWNM components and maintenance



concepts for JWNM are unknown. Problems with loading

the JWNM software caused the laptops to freeze up and

required operators to restart the computer. This frustrated
the operators and delayed completion of the network plan.

The program office identified the root cause and a fix.

* The GMR Customer Test during NIE 11.2 examined
JWNM monitoring of WNW networks of GMR radios. The
program office ended up performing the planning activity
instead of the units participating in the NIE.

- Review of the JWNM training materials and
observations of the planning exercises indicate that
certain planning tasks are very burdensome, prone to
errors, and may be beyond the anticipated skill and
knowledge levels of available signal personnel in a unit.
Personnel with the military occupational specialty and
skill levels consistent with the intended audience of the
training material performed much better. Procedures and
possibly special aids have to be devised. Soldiers stated
that understanding WNW and JWNM configuration
information was critical to effectively manage the
WNW network and that training must include practical
hands-on exercises.

- The monitoring function did not meet the operational
needs of the users. Software performance problems with
timeliness and accuracy of displayed information and the
routine use of hard reboots to resolve system slowdowns
and lockups hindered system use. Personnel were also
distracted from using the JWNM during the event due
to the need to operate other systems participating in
the NIE.

SRWNM

* SRWNM developmental testing confirmed the capability
to plan networks, create mission data sets, and then load
mission data sets for the Rifleman Radios loaded with the
SRW waveform. The Army has determined there is no
requirement for SRWNM to monitor the Rifleman Radio/
SRW network, so this function was not demonstrated in the
Rifleman Radio IOT&E.

* Observation of SRWNM training for the SRWNM
IOT&E indicates that aspects of the planning process are
burdensome, prone to errors, and might be beyond the

anticipated skill and knowledge levels of typical signal
personnel within a unit. Personnel with the intended
military occupational specialty and skill levels as identified
in the training package perform much better.

* The SRWNM IOT&E took place as part of the JTRS

Rifleman Radio IOT&E. Analysis of the data is not
complete. Initial observations are that unit signal personnel
can load a communications plan on the SRWNM, create
the Mission Data Set files, and load the Rifleman Radios.
However, completing this process took several days longer
than planned. Identifying causes for the process delays will
be accomplished when the test data are available for full
analysis.

» The original network structure for the SRWNM IOT&E

focused on the Rifleman Radio architecture and did not
include the Manpack radios. As a result, a new network
plan had to be developed and loaded onto the radios
highlighting the importance of network planning from both
a detailed understanding of networking waveforms and
operational needs.

Recommendations
e Status of Previous Recommendations. This is the first annual

report for JTRS NED.

¢ FY11 Recommendations.

1. The program manager should test all network management
functions to include having representative users plan and
manage networks of size and complexity commensurate
with those envisioned for the WNW and the SRW.

2. The program manager and test community should develop

an integrated T&E methodology for JWNM, SRWNM, and
JENM to establish the needed level of developmental test,
trials and scoring criteria, and data collection tools needed
to assess the accuracy of all management functions.

3. The program manager should use lessons learned from

JWNM and SRWNM testing to assess the skill levels
needed to operate the systems, improve the training
packages, and increase the flexibility of the system
software.
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Key Management Infrastructure (KMI) Increment 2

Executive Summary KMI Client Host
* Key Management Infrastructure (KMI) is designed to provide Trusted Virtual Environment ﬁ

secure and interoperable cryptographic key generation,
distribution, and management capabilities to support
mission-critical systems for Combatant Commands, Services,
DoD agencies, other Federal government agencies, coalition
partners, and allies.

The Operational Assessment Phase 2 (OA-2) began in late
August 2011 with the National Security Agency (NSA)
Protect Program Executive Office (PEO) certifying that it
was ready for test. When the OA-2 testing completed in late
September 2011, the results were a marked improvement over
OA-1; however, there were still effectiveness and suitability
problems uncovered during the testing event.

The KMI Program Management Office (PMO) has not

fully demonstrated the ability to provide a stable software
release and supporting Type 1 token hardware to accomplish
all aspects of operational testing. Additional verification

of system readiness and usability procedures through an
operational assessment are necessary.

Despite some problems identified during operational testing,
the KMI program continues to show steady progress toward
delivering a useful cryptographic capability for system
managers and users.

System
* KMI will provide a means for the secure ordering, generation,

production, distribution, management, and auditing of
cryptographic products (e.g., asymmetric key, symmetric
keys, manual cryptographic systems, and cryptographic
applications), and will replace the legacy Electronic Key
Management System.

KMI consists of core nodes that provide database storage,
secure routing, and key generation and management services
centrally located at an NSA location, as well as individual
client nodes distributed throughout the world and used

by cryptographic account custodians to order, manage,

and distribute key material to Service members and other
consumers.

KMI is a combination of nearly 1,200,000 lines of
contractor-developed software code, custom-developed
hardware in the form of an Advanced Key Processor (AKP),
AKP Crypto Ignition Key (CIK) and Type 1 token for user
authentication, and commercial off-the-shelf (COTS) hardware
and software. The KMI client node hardware components
are comprised of a computer (client host), monitor, printer,
AKP with power supply, AKP CIK, High Assurance Internet
Protocol Encryptor (KG-250), ten Type 1 tokens, two AKP
reinitialization drives, and a bar code scanner (as pictured
above). A Personal Computer Memory Card International

PCMCIA AKP Adapter

Power ") UAS) Spiral 2

" Supply
Rz @ Advanced Key

+~— Processor (AKP)
S W—AkPCiK

Printer

o ie
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Barcode Type 1 AKP Reinit HAIPE
Scanner Token Drives (KG-250)

AKP - Advanced Key Processor

CIK - Crypto Ignition Key

CLUAS - Card Loader User Application Software

HAIPE - High Assurance Internet Protocol Encryptor

PCMCIA - Personal Computer Memory Card International Association
Reinit - Reinitialization

Association (PCMCIA) AKP Adapter Card Loader User
Application Software (CLUAS) is also included with the
hardware; however, the software capability to leverage this
peripheral is not planned until Spiral 2.

Mission

* Combatant Commands, Services, DoD agencies, other Federal
government agencies, coalition partners, and allies will use
KMI to provide secure and interoperable cryptographic
key generation, distribution, and management capabilities
to support mission-critical systems such as the Global
Information Grid and initiatives such as Cryptographic
Modernization.

* Service members will use KMI cryptographic products
and services to enable security services (confidentiality,
non-repudiation, authentication, and source authentication)
for diverse systems such as Identification Friend-or-Foe
(IFF), Global Positioning System (GPS), Advanced
Extremely High Frequency (AEHF) Satellite System, Joint
Tactical Radio System (JTRS), and Warfighter Information
Network — Tactical (WIN-T).

Major Contractors

* General Dynamics Computer Network Division — Needham,
Massachusetts (Prime)

* General Dynamics Information Assurance Division —
Needham, Massachusetts

* BAE Systems — Linthicum, Maryland

* SAIC — San Diego, California

* L3 Systems — Camden, New Jersey

» SafeNet — Belcamp, Maryland
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Activity

The KMI program completed developmental testing on each
KMI node and the integrated system in March 2011. Although
developmental testing indicated token reliability was lacking
and software stability was unsuitable for operational use, the
NSA PEO certified KMI for operational test readiness, and the
program entered Operational Assessment Phase 1 (OA-1) in
late March.

OA-1 was a six-week test intended to be executed as a series

of mission-based scenarios, with the Joint Interoperability

Test Command (JITC) as the Operational Test Agency and

Service key management subject matter experts executing the

scenarios, with a focus on system performance.

- The KMI PMO halted OA-1 after three weeks due to an
inability to complete most of the required tasks.

- Over 200 high-priority deficiencies were documented,
and client node Mean Time Between Operational Mission
Failure (MTBOMF) was significantly below target (3 hours
versus 1,107 hours). In addition, token failures were
significant and required vendor re-engineering to remedy
the various problems.

- During the OA-1, the KMI PMO requested permission
from JITC to apply a new software version for the client
nodes that would correct the need for frequent system
reboots, but this new software code introduced problems in
functions that had worked correctly in previous versions.
The PMO declared this testing complete although
only approximately 30 percent of the scenarios were
successfully executed, while problems were continuing to
be found, and new software builds were being produced at
a rate of two per week.

- Following these problems, the KMI PMO implemented
testing of the OA scenarios at the contractor site for
completion on all software releases.

After suspending OA-1, JITC and the Service users continued

to provide the PMO with regression test support in an effort

to find errors and allow completion of all required scenarios.

After six weeks of testing by the Services and the NSA, the

PMO declared the testing complete.

The PMO issued new tokens, updated the KMI software,

and conducted a formal two week OA-1 regression test

where the system demonstrated improved performance. In

addition, the first account transition was demonstrated from

the legacy Electronic Key Management System into KMI.

Problems were still identified in the system performance, token

reliability, and client node reliability, and there were suitability

concerns with the system documentation.

The KMI Training Working Group completed formal

verification of the training materials in June 2011, presenting

to training class participants for OA-2. After the Training

Working Group meeting and review of the verification results

in July 2011, the Service training leads accepted the training.

Based on the results of the regression test, closure of the

deficiency reports resulting from the OA-1 regression test,

and user support for further operational testing, NSA Protect

PEO authorized entrance into the OA-2 pilot testing in
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June 2011. Because problems resulted from the pilot testing

(high failure rate of new tokens provided for OA-2, deficiency

reports in early testing, problems with Secret Internet Protocol

Router Network (SIPRNET) firewall configurations, and

representative legacy and transition accounts and procedures),

the KMI PMO deferred the formal start of OA-2 until the pilot
problems were closed and the transition accounts established.

The KMI program intended for OA-2 to be a four-week test

performed at Service locations with typical users executing

mission-based scenarios, with a focus on user readiness for
operational deployment and the IOT&E.

- JITC executed a pilot test the week prior to the official start
of OA-2 during which high-priority system problems were
discovered that precluded starting OA-2 as planned.

- JITC conducted the OA-2 from August 24 to
September 20, 2011.

- New tokens were provided to the users for OA-2 that were
intended to correct the low reliability seen in the previous
batch of tokens, but the redesigned devices continued to
have problems, although fewer and with different failure
modes than the previous versions.

- During the OA-2, a critical test, designed to ensure
that conversion of the system of record from the legacy
Electronic Key Management System to KMI could be
accomplished, continued to fail, even after new software
versions were produced to fix these problems.

- The Service system experts again agreed to provide defect
discovery support and regression test evaluations to the
PMO, with the result being continued software baseline
instability with multiple version releases per week.

The DoD Chief Information Officer, as the Milestone Decision

Authority, approved Milestone C and authorized the KMI

program to enter the Production, Deployment, and Sustainment

phase for Capability Increment 2 on October 28, 2011.

Assessment
* The KMI PMO has not demonstrated the ability to provide

stable and reliable software or Type 1 token hardware to

accomplish operational testing.

- Software stability was initially found to be unsuitable for
operational use with multiple high-priority deficiencies that
would not allow for completion of required tasks.

- Capabilities that worked in one release ceased to work in
subsequent releases, indicating a lack of rigor in contractor
regression testing.

- Token reliability has not been demonstrated as sufficient
for use in an operational environment with tokens failing
to meet the 10,000-hour Mean Time Between Operational
Mission Failure (MTBOMF) requirement.

The KMI system was improved noticeably between OA-1 and

OA-2. Although there are still some stability problems with

the software, it is significantly more stable.

- Notably, the program’s major hardware developmental
item, the Advanced Key Processor is performing well and
exceeds its expected reliability.



- Additionally, the test users like KMI, and the system
is perceived as a major improvement over the legacy
Electronic Key Management System.
KMI system documentation, procedures, and training for
technical staff, helpdesk personal, and users are inadequate.
More hands-on training is necessary for users to gain
experience and confidence with KMI.
Operational testing identified some problems that were missed
by developmental testing. The development test environment
was initially limited because of no operational data from
the legacy system; however, this has now been corrected.
Pre-existing developmental testing problems will not preclude
KMI from moving forward.
Successful completion of OA-2 was required for the
Milestone C decision and limited deployment to operational
sites for [OT&E.
Based on the improved system performance, PMO-initiated
pilot program, and regression testing in October 2011,
DOT&E recommended KMI for Milestone C and entrance into
IOT&E with specific direction to correct all mission-critical
deficiencies, documentation, training, and support services.
However, currently, KMI is not sufficiently mature for
deployment for full operational use.

Recommendations

Status of Previous Recommendations. This is the first annual

report for this program.

FY11 Recommendations.

1. The KMI PMO should require the developmental
contractors to demonstrate system readiness for operational
assessment by executing mission-based scenarios with no
critical discrepancy reports.

. After contractor verification of system capability and

stability, JITC and Service subject matter experts should
independently verify the KMI system’s readiness for
IOT&E prior to test execution.

. The readiness checklist for IOT&E should contain

measureable criteria relating to software version stability,
token and client MTBOMEF metrics, and user-accepted
workarounds for all system deficiencies that must be
demonstrated prior to starting the test event.

. Documentation of all KMI process adjustments needs to

be captured and refined for incorporation in system and
user-level operating guides.

. Additional evaluation of user and manager-level training

is needed to ensure that users can understand the KMI
processes and operate the system.

. The PMO must assure that training for all personnel (users,

administrators, core node staff, and helpdesk) includes
sufficient hands-on equipment time to allow users to gain
more system familiarity, knowledge, and proficiency with
KMI.

. The KMI PMO should conduct an additional operational

assessment to verify that the system is stable, reliable, and
on the path to successful performance during IOT&E.

. A Red Team evaluation of the KMI core node security

posture needs to be scheduled to coincide with the IOT&E,
and be completed in time to influence the full deployment
decision currently scheduled for June 2012.

. The PMO needs to establish a reliability improvement

program for the tokens to ensure that progress is being
made toward fielding a reliable token that will support the
key management mission.
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Mine Resistant Ambush Protected (MRAP)
Family of Vehicles

Executive Summary

e The Army and Marines will procure 390 Navistar Mine
Resistant Ambush Protected (MRAP) Recovery Vehicles
(MRV) to fulfill an urgent need to recover MRAP vehicles
in Afghanistan.

* The MRAP program procured 53 Force Protection Industries
(FPI) Cougar Category (CAT) II Independent Suspension
System (ISS) Kits and 250 Navistar Dash Ambulance vehicles.

* The Army Test and Evaluation Command (ATEC) completed
the MRAP ISS Limited User Test (LUT) in June 2011 in
accordance with the DOT&E-approved Test and Evaluation
Master Plan and test plans.

¢ Based on results from the MRAP ISS LUT, the Navistar Dash
ISS is operationally effective and operationally suitable. The
Navistar Dash ISS demonstrated the off-road mobility needed
to transport units over Afghanistan-like terrain.

* Based on results from the MRAP ISS LUT, the Cougar
Ambulance is operationally effective. A unit equipped with
the Cougar Ambulance can provide protected transport and
urgent medical care for units in Afghanistan. The Cougar
Ambulance is not operationally suitable due to its poor
reliability, which contributed to its low availability.

* Based on results from the MRAP ISS LUT, the Navistar MRV
is not operationally effective and not operationally suitable for
recovery operations on cross-country terrain. The Navistar
MRYV has poor mobility and poor combat towing to recover
damaged MRAP vehicles in Afghanistan. These problems
were discovered during developmental testing and should have
been resolved prior to the LUT. The Navistar MRV is capable
of recovering and combat towing damaged MRAP vehicles on
flat improved roads. The Navistar MRV is not reliable.

System

* MRAP is a family of vehicles designed to provide increased
crew protection and vehicle survivability against current
battlefield threats, such as IEDs, mines, and small arms. The
DoD initiated the MRAP program in response to an urgent
operational need to meet multi-Service ground vehicle
requirements. MRAP vehicles provide improved vehicle
and crew survivability over the High Mobility Multi-purpose
Wheeled Vehicle (HMMWYV) and are employed by units
in current combat operations in the execution of missions
previously executed with the HMMWV.

* This report covers the following MRAP vehicles:
- FPI Cougar ISS CAT I, CAT II, and Ambulance variants
- Navistar CAT I Dash ISS and MRV

* The MRAP CAT I vehicle is designed to transport six persons
and the MRAP CAT 11 vehicle is designed to transport
10 persons. The FPI Cougar CAT II Ambulance variant

Navistar MRAP Recovery Vehicle

is designed to transport up to two litter patients and four
ambulatory casualties. The Navistar MRV is designed to
recover disabled and damaged MRAP vehicles.

* MRAP vehicles incorporate current Service command and
control systems and counter-IED systems. MRAP vehicles
have gun mounts with gunner protection kits capable of
mounting a variety of weapons systems such as the M240B
medium machine gun, the M2 .50 caliber heavy machine gun,
and the Mk 19 grenade launcher.

Mission

Units equipped with the MRAP CAT I vehicles will conduct
small unit combat operations such as mounted patrols and
reconnaissance. Units equipped with MRAP CAT II vehicles
conduct ground logistics operations including convoy security,
troop and cargo transportation, and medical evacuation. The
MRAP Cougar Ambulance variant supports the conduct of
medical treatment and evacuation. The MRV supports recovery
of disabled and catastrophic damaged MRAP and Stryker
vehicles.

Major Contractors

» Force Protection Industries, Inc. — Ladson, South Carolina
* Navistar Defense — Warrenville, Illinois
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Activity

In FY11, the MRAP program continued a capabilities
insertion program to acquire and test enhanced capabilities
and solutions to integrate across the MRAP Family of
Vehicles. The program is managing the capability insertion
efforts through Engineering Change Proposals. The major
capabilities insertions are the ISS and Command, Control, and
Communication Suite.

As of October 2011, 390 Navistar MRV were procured to
fulfill an urgent need in Afghanistan.

The MRAP procured 53 FPI Cougar CAT II ambulance
vehicles.

The program has procured 250 Navistar Dash ISS ambulances.

These variants are undergoing developmental testing.

In June 2011, ATEC completed the LUT of the MRV, Dash
ISS, and the Cougar ISS ambulance variants at Yuma Proving
Ground, Arizona, in accordance with a DOT&E-approved
test plan.

In November 2011, the program will execute a LUT at
Yuma Proving Ground, Arizona, to examine the operational
effectiveness and operational suitability of the Navistar Dash
ISS ambulance variant.

DOT&E delivered LFT&E findings on the FPI Cougar
vehicles with ISS to Congress in June 2011.

Assessment

The MRAP ISS LUT focused on two of the most significant
Navistar Dash ISS deficiencies identified in the MRAP

All Terrain Vehicle (M-ATV) IOT&E. The results from

the MRAP ISS LUT indicate that these deficiencies were
successfully resolved. The Navistar Dash ISS is operationally

effective and operationally suitable. The vehicle demonstrated

improved reliability over the solid axle Navistar Dash.

The Navistar Dash ISS demonstrated 1,259 Mean Miles
Between Operational Mission Failure (MMBOMF) versus its
operational requirement of 600 MMBOMEF.
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* The Navistar Dash ISS Live Fire test program is ongoing and
will be completed in FY'12.

* Based on results from the MRAP ISS LUT, the Cougar
Ambulance is operationally effective. A unit equipped with
the Cougar Ambulance can provide protected transport and
urgent medical care for units in Afghanistan. The Cougar
Ambulance is not operationally suitable due to its poor
reliability, which contributed to its low availability. The
Cougar Ambulance demonstrated 367 MMBOMEF versus its
operational requirement of 600 MMBOMEF.

» Live Fire testing of the Cougar Ambulance indicates the
vehicle is survivable.

* Based on results from the MRAP ISS LUT, the Navistar MRV
is not operationally effective and not operationally suitable for
recovery operations on cross-country terrain. The Navistar
MRYV has poor mobility and poor combat towing to recover
damaged MRAP vehicles in Afghanistan. The vehicle
could not maneuver in soft sandy soil and had difficulty
accelerating on hilly terrain. The Navistar MRV demonstrated
271 MMBOMF versus its operational requirement of
600 MMBOMEF. These problems should have been resolved by
the materiel developer prior to the LUT. The Navistar MRV is
capable of recovering and towing damaged MRAP vehicles on
flat improved roads.

» Live Fire testing of the Navistar MRV indicates the vehicle is
survivable.

Recommendations
 Status of Previous Recommendations. The MRAP program
fixed the off-road mobility and reliability of the Navistar Dash
indentified in the MRAP M-ATV IOT&E.
* FY11 Recommendation.
1. Prior to conducting an FOT&E, the program should
improve the cross-country mobility, vehicle power, and
system reliability of the Navistar MRV.



Mine Resistant Ambush Protected (MRAP)
All Terrain Vehicle (M-ATV) and
Special Operations Forces (SOF) Variant

Executive Summary

* DOT&E delivered the Special Operations Forces (SOF) Mine
Resistant Ambush Protected (MRAP) All Terrain Vehicle
(M-ATV) Operational and Live Fire Test and Evaluation
Report to Congress in May 2011. The SOF M-ATV is
operationally effective for conducting tactical transport
missions including Convoy Escort, Protected Detail, and
Area Reconnaissance. The SOF M-ATYV is not operationally
effective for conduct of the unique SOF combat missions of

Direct Action, Urban Patrol, and Special Reconnaissance. The
SOF M-ATYV is not operationally suitable. The SOF M-ATV is

survivable.

» U.S. Special Operations Command (USSOCCOM) completed
testing in accordance with the DOT&E-approved Test and
Evaluation Master Plan and test plans.

e The MRAP program procured the Underbody Improvement
Kit (UIK) to integrate on the M-ATV fleet to improve M-ATV

blast protection. DOT&E delivered preliminary findings from

Live Fire testing of the UIK to Congress in September 2011.

* The MRAP program plans to execute a Limited User Test
(LUT) at Yuma Proving Ground, Arizona, to examine a
unit’s ability to execute missions with the M-ATV UIK in
November 2011.

System
* The DoD intends for M-ATV to have the current MRAP
level of protection and mobility similar to the High Mobility

Multi-purpose Wheeled Vehicle (HMMWYV). The vehicle will

support combat and stability operations in highly restricted

rural, mountainous, and urban terrain with off-road movement

conducted greater than 50 percent of the time.

* The M-ATV is designed for five passenger positions including

a gunner. The vehicle incorporates current Service command
and control and counter-IED systems. The M-ATV includes
gun mounts with gunner protection kits capable of mounting
a variety of weapons systems such as the M240B medium
machine gun, the M2 .50 caliber heavy machine gun, and the
Mk 19 grenade launcher.

al Operations
Forces M-ATV

M-ATV with Ur
Improvement Kit (UIK)

The M-ATV UIK is designed to provide improved underbody
blast protection to the base M-ATV.

The M-ATYV has the capability to add protection against attacks
by explosively formed penetrators (EFPs) and rocket-propelled
grenades (RPGs) to support mounted patrols, reconnaissance,
security, and convoy protection.

USSOCOM required modifications to the base M-ATV vehicle
to support SOF missions. These vehicles are referred to as

the SOF M-ATYV variants. The modifications included five
passenger positions including a gunner, protection for the
cargo area, rear area access, and some other improvements for
human factors.

Mission

Units equipped with the M-ATV vehicle conduct mounted
patrols, convoy patrols, convoy protection, reconnaissance,
and communications, as well as command and control
missions to support combat and stability operations in highly
restricted rural, mountainous, and urban terrain. The M-ATV
is reconfigurable to meet mission requirements.

M-ATYV vehicles support multi-Service missions and special
operations. The M-ATVs are fielded to units based upon
priorities established by the operational commander.

Major Contractor
Oshkosh Defense — Oshkosh, Wisconsin

Activity

* The MRAP program has procured 421 SOF M-ATV variants
for USSOCOM.

* USSOCOM completed the SOF M-ATV IOT&E in
November 2010 at Yuma Proving Ground, Arizona, in
accordance with the DOT&E-approved test plan.

* In March 2011, due to changes in threat, mission, and other

factors, the Joint Requirements Oversight Council approved
the increase of the M-ATV Key Performance Parameter
threshold curb weight to 32,000 pounds to enable critical
improvement to the M-ATV survivability.
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* As of September 2011, the program purchased 8,011 UIKs

to integrate on the M-ATV fleet in Afghanistan to improve
M-ATYV underbody blast protection.

In November 2011, the program will execute a LUT at Yuma
Proving Ground, Arizona, to examine a unit’s ability to
execute missions with the M-ATV UIK.

The M-ATV UIK Live Fire Test program commenced in
April 2011 and will be completed by 2QFY12.

Assessment
* The SOF M-ATYV is operationally effective for conducting

tactical transport missions including Convoy Escort, Protected
Detail, and Area Reconnaissance. The M-ATV provides
sufficient armored mobility to conduct tactical transport
missions over the types of terrain found in Afghanistan.

The SOF M-ATYV is not operationally effective for conducting
the unique SOF combat missions of Direct Action, Urban
Patrol, and Special Reconnaissance. The vehicle does not
provide responsive acceleration to maneuver over terrain and
react to changing tactical situations. The vehicle provides
poor visibility to SOF operators seated in the rear of vehicle
to observe their surroundings and respond to threats. The
M-ATV Common Remotely Operated Weapon Station II
(CROWS 1I) sights provide limited field of view for target
acquisition. The vehicle’s large visual and loud aural
signatures negate the SOF need for tactical surprise.

The SOF M-ATV is survivable, and provides ballistic
protection against IEDs similar to that provided by the

base M-ATV.
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e The SOF M-ATYV is not operationally suitable. The vehicle’s

rear seat configuration is cramped and not comfortable.
During the IOT&E, the SOF riding in the vehicle experienced
leg cramps and fatigue caused by the uncomfortable seats
after 30 minutes. The SOF crew had difficulty moving in

the vehicle to transition from seated positions to fighting
position. One-half of the SOF operators complained of nausea
while occupying the rear seats during the missions. The SOF
M-ATV demonstrated automotive reliability similar to the
base M-ATV. Weapon and CROWS II failures degraded the
vehicle’s reliability and should be fixed. These problems
should have been resolved prior to the IOT&E.

Emerging results indicate the M-ATV equipped with the UIK
provides increased protection from underbody blasts compared
to the baseline M-ATV.

Recommendations
 Status of Previous Recommendations. There are no previous

recommendations.

* FY11 Recommendations. Prior to conducting FOT&E, the

program should:

1. Redesign the SOF M-ATV to accommodate larger rear
passenger windows improving the visibility of SOF
operators in the rear to observe their surroundings.

2. Fix the firepower related failures and improve the overall

reliability of the M-ATV.

3. Improve the air flow rate within the SOF M-ATV to provide

sufficient air circulation for five passenger crews.



Multi-functional Information Distribution System (MIDS)
Joint Tactical Radio System (JTRS)

Executive Summary

The Navy completed IOT&E of the Multi-functional
Information Distribution System — Joint Tactical Radio System
(MIDS JTRS) core terminal integrated into the F/A-18E/F in
November 2010.

DOT&E published a Beyond Low-Rate Initial Production
Report in April 2011.

DOT&E determined that the testing was adequate to indicate
that the MIDS JTRS, integrated into the F/A-18E/F, was not
operationally effective and not operationally suitable.

Major deficiencies included ineffective Link 16 message
exchanges of position, close air support information, and poor
terminal/host system integration reliability.

In August 2011, the Navy commenced a Verification of
Correction of Deficiencies test of the MIDS JTRS integration
into the F/A-18E/F to assess fixes implemented as a result of
IOT&E, as well as to reevaluate reliability.

The Air Force conducted developmental and operational
testing of the integration of the MIDS JTRS into the E-8 Joint
Surveillance Target Attack Radar System (JSTARS).
Currently, not all MIDS JTRS core terminal capabilities,

such as Link 16 enhanced data throughput, and instantiation
of additional JTRS Software Communications Architecture
waveforms, can be operationally tested because of host aircraft
configurations and funding availability.

System

When integrated into a host platform, MIDS JTRS

provides Link 16 digital datalink, Link 16 digital voice
communications, and Tactical Air Navigation capabilities,

plus three additional programmable channels capable

of hosting additional JTRS Software Communications
Architecture-compliant waveforms in the 2 to 2,000 megahertz
radio frequency bandwidth. In addition, MIDS JTRS will
provide the capability for enhanced Link 16 throughput and
Link 16 frequency re-mapping.

Link 16 digital datalink is a joint and allied secure anti-jam
high speed datalink that uses standard messages to exchange
information among flight or battle-group host platforms or
between combat platforms and command and control systems.
Link 16 digital voice provides host platforms a secure anti-jam
voice line-of-sight communications capability. Tactical Air
Navigation is a legacy aircraft navigation system used in many

military aircraft with air-to-air as well as air-to-ground modes
of operation.

* The system includes the MIDS JTRS terminals and the host
platform components and interfaces such as controls, displays,
antennas, high power amplifiers, and any radio frequency
notch filters.

Mission

» U.S. Services and many allied nations will deploy MIDS
JTRS-equipped aircraft, ships, and ground units in order to
provide military commanders with the ability to communicate
with their forces by voice, video, and data during all aspects
of military operations. MIDS JTRS networking capability
and multiple waveforms (including new waveforms such as
the Tactical Targeting Network Technology and Mobile User
Objective System) are intended to allow collaboration despite
geographical and organizational boundaries.

* MIDS JTRS-equipped units should be able to exchange
information including air and surface tracks, identification,
host platform fuel, weapons, mission status, engagement
orders, and engagement results.

Major Contractors

e ViaSat — Carlsbad, California

» Data Link Solutions — Wayne, New Jersey, and Cedar Rapids,
Iowa
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Activity

The Navy Commander, Operational Test and Evaluation
Force (COTF) completed the IOT&E of the MIDS JTRS as
integrated on the F/A-18E/F at the Naval Air Warfare Center
China Lake, California, and during detachments to Naval
Air Station Fallon, Nevada, and Nellis AFB, Nevada, in
November 2010.

DOT&E published a Beyond Low-Rate Initial Production
Report in April 2011.

The Air Force’s Detachment 2, 605th Test and Evaluation
Squadron completed integrated and dedicated operational
testing of the MIDS JTRS as integrated into the E-8 JSTARS
aircraft in July 2011 in Melbourne, Florida.

COTF commenced the F/A-18E/F MIDS JTRS Verification of
Correction of Deficiencies on August 15, 2011, at Naval Air
Station China Lake, California. Testing should conclude in
December 2011.

All testing was conducted in accordance with
DOT&E-approved Test and Evaluation Master Plans and
operational test plans.

Assessment

The MIDS JTRS IOT&E data indicated significant
performance shortfalls. Link 16 messages that provide
situational awareness of friendly force positions and intentions
were consistently exchanged during 90 percent of the
F/A-18E/F sorties flown, compared to the Key Performance
Parameter threshold requirement of 98 percent. Link 16

close air support messages were successfully exchanged only
26 percent of attempts. Poor system reliability during start-up
prevented timely mission launch during 16 percent of sorties.
The MIDS JTRS, as integrated into the F/A-18E/F,
demonstrated an operational availability of 68 percent
compared to the Key Performance Parameter threshold
requirement of greater than 90 percent.

Terminal reliability was 63.8 hours mean time between
operational mission failure compared to a threshold
requirement of greater than 220 hours, and system integration
reliability was 8.1 hours, compared to the threshold
requirement of greater than 25 hours. Terminal reliability
deficiencies were primarily found on ViaSat Terminals, as Data
Link Solutions Terminals met the threshold requirement of
220 hours, although with a low (<50 percent) confidence level.
The Built-In Test false alarm rate was one false alarm every
4.8 flight hours compared to the requirement of no more than
one false alarm every 113 flight hours.

Post-test causality analysis indicated that manufacturing

and quality control problems with ViaSat-produced MIDS
JTRS terminals led to new failure modes discovered during
IOT&E. Other deficiencies were traced to errors in the

Link 16 waveform software code and inadequate aircrew and
maintenance personnel training.

Problems discovered during the IOT&E will, if not corrected,
significantly reduce the utility of this system to the aircrew.
The MIDS Program Office must correct the new failure
modes discovered during the IOT&E to improve the mission
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effectiveness and reliability of the MIDS JTRS terminal

and F/A-18E/F integration. All real-world F/A-18 missions
require, among other onboard systems, an operational Link 16
and Tactical Air Navigation capability to permit launch, entry
into threat airspace, and allow for a safe recovery. A high
failure rate of the installed MIDS JTRS will adversely affect
mission readiness and on-time take-off rates.

Test data from the integration of the MIDS JTRS into the

E-8 JSTARS are still being analyzed; however, emerging
results from IOT&E and Joint Interoperability Test Command
interoperability testing indicate potential deficiencies

with the exchange of imagery and attack aircrew-initiated
acknowledgements in response to command messages.
Emerging results indicate the system was effective in
transmitting Link 16 datalink and voice communications.
Completion and reporting of service Link 16 interoperability
testing in December 2011 should clarify these potential problems.
The integration of the MIDS JTRS into the E-8 aircraft appears
to be reliable at the system level; however, prior to operational
testing, two MIDS JTRS terminals failed and were returned

to the vendor for hardware repair. Further reliability data
collection in FY'12 will provide clarification and confidence in
data collected during the operational test.

Recommendations
* Status of Previous Recommendations. The Navy and the

MIDS Program Office made satisfactory progress on the

previous recommendations related to the integration of

MIDS JTRS into the F/A-18E/F.

FY11 Recommendations. The Navy should:

1. Work with the MIDS Program Office to continue with the
implementation of corrections to the MIDS JTRS system,
terminal performance, and suitability shortfalls identified in
past and current operational testing.

2. Work with the MIDS Program Office to develop more
fidelity and better discrimination for the Built-in-Test
system to improve detection and reduce false alarm rates,
specifically for the F/A-18E/F MIDS JTRS integration.

3. Work with the MIDS Program Office to continue
aggressively monitoring and engaging with prime terminal
vendors to improve terminal quality and system-level
reliability requirements. The Navy and Air Force should
continue data collection of MIDS JTRS as integrated
into their host platforms to confirm to at least 80 percent
confidence that the MIDS JTRS terminal and host platform
integration meet reliability requirements.

4. Identify host platform integration candidates to test future
JTRS waveforms and Link 16 enhanced throughput
capabilities.

5. Provide improved maintenance training, checklists,
and fault diagnostics tools to reduce the quantity of
MIDS JTRS terminals returned to flight because the
avionics maintenance team could not duplicate reported
faults. In addition, the Navy should provide a checklist for
cryptographic key loading procedures.



Public Key Infrastructure (PKI) Increment 2

ExeCUtive Summary Cross-Certification (off-line)
* In September 2010, the National Security Agency (NSA) _ [ ‘

Internet Environment

Senior Acquisition Executive approved the procurement of
25,001 Secret Internet Protocol Router Network (SIPRNET)
tokens to support IOT&E. The NSA requested that an
Accelerated Life Test (ALT) (independent laboratory

testing) be conducted on the SIPRNET token to ensure the
token reliability deficiencies, uncovered during the FY10
Operational Assessment of the DoD Public Key Infrastructure
(PKI) Increment 2, Spiral 1were resolved.

On January 26, 2011, following the successful completion of
the ALT, the NSA Senior Acquisition Executive authorized
deployment of the previously procured 25,001 tokens and the
procurement and deployment of an additional 60,000 tokens
to ensure an adequate number of tokens would be on-hand for
IOT&E.

The IOT&E was divided into two phases: Phase 1 issued
tokens to establish a minimum required user base (16,500),
while Phase 2 demonstrated scalability and sustainability as
the user base continued to grow.

During the IOT&E, the PKI Program Management Office
(PMO) issued 17,194 tokens over a seven month span with
only 58 token failures reported, meeting the reliability
requirement that 91 percent of tokens will last for at least three
years.

The interim logistics process was evaluated and accepted for
the distribution of 85,000 tokens.

The IOT&E exposed significant logistics hurdles due to
undefined processes for procuring, distributing, and tracking
tokens. The Defense Manpower Data Center (DMDC), which
currently handles the common access card (CAC) processes on
the Non-secure Internet Protocol Router Network (NIPRNET),
will take on similar responsibilities for the SIPRNET token

in 3QFY 12 to mitigate these deficiencies. However, detailed
plans including assignment of roles and responsibilities and
the establishment of token distribution sites are undefined.
Currently, the PKI PMO and military Services’ and Agencies’
end-to-end token distribution and accountability processes

are not fully defined and require testing. Given the IOT&E
assessment of the current process, the lack of a clearly defined
process is likely to lead to significant backlogs in getting
SIPRNET PKI tokens out to the force, reducing overall
network security and impeding the Services’ ability to meet the
OSD requirement of having tokens deployed for all SIPRNET
account holders by the end of CY'12.

System
* DoD PKI is a critical enabling technology for Information

Assurance (IA). It supports the secure flow of information
across the Global Information Grid (GIG) (both NIPRNET and
SIPRNET), as well as secure local storage of information.
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DoD PKI provides for the generation, production, distribution,
control, revocation, recovery, and tracking of Public Key
certificates and their corresponding private keys. DoD PKI
works with commercial off-the-shelf and government off-the-shelf
applications to provide IA and e-business capabilities.

PKI is a service of products that provide and manage X.509

certificates for public key cryptography. Using authoritative

data, DoD PKI creates a credential that combines identity
information with cryptographic information. The certificate
identifies the individual PKI user and binds that person to

a particular public/private key pair. In this way, DoD PKI

provides a representation of physical identity in an electronic

form.

DoD PKI Certification Authorities for the NIPRNET and

SIPRNET tokens reside in the Defense Information Systems

Agency (DISA) Defense Enterprise Computing Centers

(DECCs) in Chambersburg, Pennsylvania, and Oklahoma City,

Oklahoma. Network Security Service PKI is now operational

on the SIPRNET, and the Joint Interoperability Test Command

(JITC) performed a system failover of the capability in early

September 2011.

- DoD PKI is comprised of commercial off-the-shelf
hardware and software, and other applications developed
by NSA.

- Certificates are imprinted on the DoD CAC for NIPRNET
personnel identification using data taken from the Defense
Enrollment Eligibility Reporting System (DEERS). The

PKI 65



Secret DEERS provides the personnel data for certificates
imprinted on a separate SIPRNET token.
DISA and NSA are jointly developing DoD PKI in multiple
increments. Increment 1 is complete and deployed on the
NIPRNET. Increment 2 is being developed and deployed
in three spirals on the SIPRNET and NIPRNET to deliver
the infrastructure, PKI services and products, and logistical
support for Spiral 1 (tokens), Spiral 2 (tactical and
austere environments), and Spiral 3 (Federal and coalition
capabilities). DoD PKI Increment 2 provides authenticated
identity management via a personal identification number-
protected token to enable DoD members and others to securely
access the SIPRNET. Full implementation will enable
authorized users to access restricted websites, enroll in online
services, and encrypt and digitally sign email.

Mission

Military operators, communities of interest, and other
authorized users will use DoD PKI to enable net-centric
operations, specifically, to securely access, process, store,
transport, and use information, applications, and networks
regardless of technology, organization, or location.
Commanders at all levels will use DoD PKI to provide
authenticated identity management via personal identification

number-protected CACs or SIPRNET tokens to enable DoD

members, coalition partners, and others to access restricted

websites, enroll in online services, and encrypt and digitally
sign email. Commanders will use specific PKI services to:

- Enable and promote a common ubiquitous secure web
services environment.

- Enable the integrity of data/forms/orders moving within
the GIG (both NIPRNET and SIPRNET), via use of digital
signatures.

- Enable management of identities operating in groups or
certain roles within GIG systems.

- Ensure the integrity and confidentiality of what is operating
on a network by providing assured PKI-based credentials
for any device on that network.

Major Contractors

BAE Systems — Linthicum, Maryland (Prime)

General Dynamics Information Technology — Needham,
Massachusetts

90Meter — Newport Beach, California

SafeNet — Belcamp, Maryland

Activity
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In September 2010, the NSA Senior Acquisition Executive
decided to limit token production to 25,001 tokens due

to token reliability problems discovered during the FY'10
Operational Assessment of the PKI Increment 2, Spiral 1.

To resolve the unacceptable token reliability, the NSA
conducted and verified the accelerated three-year life testing
(independent of the PKI PMO) in a controlled setting,
including assessing the effects of temperature, humidity, salt,
fog, and personal electrostatic discharge.

In September 2010, the NSA Senior Acquisition Executive
approved the procurement of 25,001 SIPRNET tokens to
support IOT&E. The NSA requested that an ALT (independent
laboratory testing) be conducted on the SIPRNET token to
ensure the token reliability deficiencies uncovered during the
FY 10 Operational Assessment of the DoD PKI Increment 2,
Spiral 1 were resolved.

On January 26, 2011, following the successful completion of
the ALT, the NSA Senior Acquisition Executive authorized
deployment of the previously procured 25,001 tokens and the
procurement and deployment of an additional 60,000 tokens
to ensure an adequate number of tokens would be on-hand for
rapid distribution for [OT&E.

Due to delays in identifying users, configuring networks,

and issuing tokens, the IOT&E was divided into two phases:
Phase 1 issued tokens to establish a minimum required user
base (16,500), while Phase 2 demonstrated scalability and
sustainability as the user base continued to grow.

JITC conducted Phase 1 IOT&E for DoD PKI Increment 2,
Spirals 1 and 2 from March 1 to August 8, 2011, in accordance

PKI

with the DOT&E-approved test plan. Typical users from a
variety of operational environments participated in the test
event.

- Testing evaluated infrastructure processes supporting the
distribution and management of 16,500 SIPRNET tokens.
Testing also assessed sustainability of the tokens in the
operational environment.

- JITC and the DISA Field Security Office conducted
Penetration Testing on the DECCs in Chambersburg,
Pennsylvania, and Oklahoma City, Oklahoma, from June 6
to July 31, 2011.

JITC conducted Phase 2 of the IOT&E from August 8 to

September 21, 2011.

- The JITC testing examined token reliability to validate
the data from the NSA accelerated life testing, while the
overall PKI system capacity was tested under heavier usage
conditions to determine if it could handle the processing
load.

- The middleware patching and software upgrading
processes were supposed to be thoroughly examined to
ensure the PKI system could be maintained; however, the
processes were not ready for testing during the [OT&E.

- Additionally, the PKI PMO and JITC conducted a failover
of the PKI system between Chambersburg, Pennsylvania,
and Oklahoma City, Oklahoma, to demonstrate its initial
continuity of operations capabilities.



Assessment

The independent ALT conducted and verified by NSA
indicated the tokens meet reliability requirements for the
required three-year service life. One exception was a risk

of damage from moderate exposure to personal electrostatic
discharge. Testing did not address reliability in tactical
environments. SIPRNET tokens, unlike the CAC, can be
reused by being reissued to new users. Testing did not address
impacts to reliability caused by token reuse.

Token reliability has improved significantly since the FY 10
Operational Assessment. During the [OT&E, the PKI PMO
issued 17,194 tokens over a seven month span with only 58
token failures reported, meeting the reliability requirement that
91 percent of tokens will last for at least three years.

The IOT&E was adequate to make an assessment and was
conducted in accordance with the DOT&E-approved test plan.
The interim logistics process was evaluated and accepted for
the distribution of 85,000 tokens.

The IOT&E exposed significant logistics hurdles due

to undefined processes for procuring, distributing, and
tracking tokens. The DMDC, which currently handles

the CAC processes on the NIPRNET, will take on similar
responsibilities for the SIPRNET in 3QFY 12 to mitigate these
deficiencies. However, detailed plans including assignment
of roles and responsibilities and the establishment of token
distribution sites are yet undefined.

Currently, the military Services’ and Agencies’ token
distribution processes are not well-defined and may lead to
reduced overall network security and the Services being unable
to meet the OSD requirement of having tokens deployed for all
SIPRNET account holders by the end of CY12. The affect of
IA deficiencies is that SIPRNET users will be required to use
multiple passwords for authentication to gain system access
instead of the streamlined PKI access to the network and
public/private key-enabled capabilities.

Penetration testing examined PKI to assess Prevent, Detect,
React, and Restore system capabilities and procedures and
indicated that NIPRNET PKI is secure with some minor
limitations, including physical vulnerabilities and detection
shortfalls. SIPRNET PKI penetration testing results are
classified.

Middleware patching and software upgrading processes were
insufficiently documented to be adequately tested at IOT&E,
which affects PKI system security and supportability.

Overall, the PKI system and technical capabilities are sound,
but the SIPRNET standard operating procedures, training,
logistical support, lifecycle sustainment, and continuity of
operations planning lack maturity and documentation. Once
these supporting infrastructures and documentation are defined
and established, user and system administrator-level training
can be adequately accomplished for the system to properly and
securely operate.

The SIPRNET PKI system load balancing and failover
capabilities, processes, and documentation need refinement.
These capabilities are critical for proper operation within

the GIG and will affect the overall system performance and

restoral abilities in the event of problems at the DECCs in
Chambersburg, Pennsylvania, and Oklahoma City, Oklahoma.

* Operational testing did not identify any significant problems
that were missed by developmental testing nor were there
preexisting developmental testing problems that will preclude
PKI Increment 2 from moving forward.

Recommendations
 Status of Previous Recommendations. The PKI PMO
satisfactorily addressed one of two recommendations from

the FY10 annual report for Increment 2, Spirals 1 and 2. The

recommendation concerning correction of physical security

vulnerability at Letterkenny Army Depot remains.
* FY11 Recommendations.

1. Additional testing, post IOT&E should assess system
scalability as the user population continues to grow. The
PMO should complete a life cycle sustainment plan and
define the role of the DMDC in future sustainment. Prior
to procurement of additional tokens, DOT&E recommends
additional tests to assess the effectiveness and suitability
of the DMDC supportability and sustainment processes.
The PMO should update and build upon the life cycle
sustainment plan and develop a logistical support concept
of operations to clarify Agencies’ and Services’ roles and
responsibilities.

2. The DoD Chief Information Officer, U.S. Cyber Command,
PMO, and the Services should work closely together to
develop the necessary policies, processes, and procedures to
increase the ability to accountably distribute tokens to end
users.

3. The PMO should provide a written continuity of operations
plan and ensure the alternate SIPRNET site is operational
and that load balancing and automated system failover
capabilities are in place and tested as part of future T&E
events.

4. The PMO should provide refined PKI standard operating
procedures, training, and system documentation for users,
helpdesk personnel, and system administrators.

5. The PMO should fully develop and document PKI
middleware patching and upgrading processes to ensure the
system is able to be maintained and secured.

6. Testing is needed to assess sustainability of tokens in all
operating environments, including tactical environments.
Further testing is needed to establish bounds for token reuse
and to assess impacts to reliability from reissuing tokens to
users.

7. Overly aggressive testing event dates waste critical test
resources for assessing PKI capabilities that are not
ready to be assessed. The PMO should work to establish
a more realistic timeline for future PKI development,
capability testing, and milestone decisions, while managing
expectations of those with PKI equities.
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Network Integration Evaluation (NIE)

In June and July 2011, the Army executed the Network
Integration Evaluation (NIE) 11.2 at Fort Bliss, Texas, and White
Sands Missile Range, New Mexico. The Army intends the NIE
to be the first in a series of similar events to be conducted over
the next several years. The purpose of the NIE is to provide a
venue for operational testing of Army acquisition programs, with
a particular focus on the integrated testing of programs related to
tactical mission command networks. Additionally, the NIEs are
intended to serve as a venue for evaluating emerging capabilities
that are not formal acquisition programs.

The intended objective of the NIE to test and evaluate network
components together in a combined event is sound. The NIE
events should allow for a more comprehensive evaluation of

an integrated mission command network instead of piecemeal
evaluations of individual network components. In theory, NIEs
offer the opportunity to reduce overall T&E costs by combining
test events. Conducting NIEs two times a year creates an
opportunity for “event-driven” operational testing as opposed
to “schedule-driven” testing. For example, if a system was not
developmentally ready to enter operational testing at one NIE

event, it would have additional opportunities to enter testing in a
subsequent NIE.

The NIE 11.2 offered a first look at the Army’s NIE concept.

This large-scale event employed a Brigade Combat Team as the

test unit operating over a six-week period. During the NIE, four

acquisition systems underwent Limited User Tests (LUT):

» Joint Tactical Radio System (JTRS) Handheld, Manpack, and
Small Form Fit (HMS) — Manpack (MP) Radio

* Force XXI Battle Command Brigade and Below Joint
Capability Requirement

* Spider XM7 Network Command Munition

* Network Integration Kit

Additionally, JTRS Ground Mobile Radio underwent a Customer
Test during NIE 11.2, and the Army conducted evaluations of

25 additional systems in various stages of development. These
systems, which the Army has termed “systems under evaluation”
(SUESs), are not formal acquisition programs of record, but rather
systems that may offer value for future development.

NIE ASSESSMENT

Test Design. The Brigade Modernization Command in
conjunction with the Army Test and Evaluation Command’s
(ATEC) Operational Test Command developed realistic,
well-designed operational scenarios for use during the NIE.

Test Unit. Having a dedicated test unit, 2nd Brigade, st
Armored Division, stationed at Fort Bliss, Texas, makes the
planning and execution of the complex NIE much easier and
more effective than would otherwise be the case.

Schedule-Driven Programs. The Army remains
schedule-driven. In NIE 11.2, the Army proceeded to the

LUT for the JTRS HMS-MP even though the program did not
complete planned developmental testing prior to the LUT. JTRS
HMS-MP was not at an adequate level of maturity to benefit from
operational testing, but the Army proceeded nevertheless. As a
result, little new was learned about JTRS HMS-MP performance
and unnecessary test costs were incurred. The JTRS Ground
Mobile Radio LUT was downgraded to a Customer Test due

to the program’s Nunn-McCurdy breach, and executed with
poor results due to insufficient time to fix problems identified
previously.

Test Cost. It is not evident that NIEs will reduce test costs.
Reportedly, NIE 11.2 cost $67 Million. By comparison, the Early
Infantry Brigade Combat Team (E-IBCT) LUT 09, consisting

of six individual systems and the E-IBCT LUT 10 with five
systems, cost approximately $10.3 Million and $12.3 Million

respectively. Most operational tests do not require putting

an entire brigade combat team in the field, as was the case in

NIE 11.2. Much of the NIE 11.2 costs can be attributed to the 25
SUEs that the Army chose to assess at this venue in conjunction
with the LUTs conducted for the programs of record. Whether
the knowledge gained of the SUEs justified the NIE’s overall cost
is unclear.

Redundant Systems. The NIE 11.2 would have benefited

from clearly defined event objectives that would have served to
focus the Army’s evaluation effort. The network established for
NIE 11.2 contained a mixture of Modified Table of Organization
and Equipment systems, Theater Provided Equipment, and
developmental systems. Many of these systems provided
redundant communications capabilities and it was not apparent
what the structure of the baseline network was intended to be,
nor was it apparent what network structure the Army was seeking
to evaluate. The presence of these redundant communications
systems altered the expected usage and mission profiles of the
systems that were under test, complicating the evaluations.

Too Many Systems. The Army should be cautious about
inserting too many untried, experimental systems into the
NIEs. The 25 SUEs contained in the NIE 11.2 stressed the
Army’s evaluation capacity. Too many systems in an event
create problems with data collection, to include collecting
useful reliability data, and instrumentation, detracting from the
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Army’s capability to perform focused evaluations. Additionally,
having too many systems in an event will exceed the test unit’s
capacity to integrate and train Soldiers on new devices. It also
complicates evaluation by not establishing a clear baseline of
network structure and performance from which to measure
improvement.

Mobile Operations. Future NIEs should expand the range of
operational scenarios to include mobile battalion and brigade
operations. In the NIE 11.2, brigade and battalion tactical
operations centers and company command posts operated from
fixed sites and were dependent upon a fixed aerial tier of 100-foot
towers and aerostats in order to establish network connectivity.

In future events, the Army should place a greater emphasis on
scenarios that require mission command-on-the-move and the
establishment and maintenance of mobile, ad hoc networks. Both
of these are desired Army network characteristics that have not
been demonstrated to date.

Threat Information Operations. In NIE 11.2, the Army took
some positive steps in integrating threat information operations,
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such as electronic warfare and computer network operations, into
operational testing. The Army should build upon these efforts,
incorporate lessons learned, and ensure that future network
operational testing contains a robust information operations
opposing force.

NIE Management. The Army has established an NIE

leadership and governance structure, which they call the TRIAD,
consisting of a co-equal partnership between ATEC, Training

and Doctrine Command, and the Army acquisition community.
ATEC s participation in this structure raises concerns with the
TRIAD’s potential to compromise ATEC’s mission to serve

as the independent tester and evaluator for Army acquisition
programs. There was at least the appearance during NIE 11.2 that
agencies other than ATEC were making test design and execution
decisions that ATEC should have been making. This problem
could become significant in future events in which program of
record systems are conducting Initial Operational Tests embedded
in the NIE.



Apache Block Ill (AB3) Upgrade

Executive Summary

* In September 2010, the USD(AT&L) granted Milestone C
approval permitting low-rate initial production of the first 51
remanufactured Apache Block III (AB3) aircraft.

* In response to deficiencies noted during the November 2009
Limited User Test (LUT), the AB3 program redesigned and
retested the Integrated Helmet and Display Sight System
(IHADSS) and made software corrections.

* The Army continued developmental testing of subsystems
including the AB3 transmission and drive system, the
Modernized Targeting Acquisition Designation Sight
(M-TADS), voice communication and navigation subsystems,
IHADSS, Fire Control Radar (FCR), and the rocket and gun
systems.

* The program continues to collect, report, track, and score
reliability, availability, and maintainability data and pursue
corrective actions to improve reliability.

* The Army has begun interoperability flight testing between the
AB3 and the Gray Eagle unmanned aircraft system (UAS).

* The Army Research Lab completed all ballistic tests in
accordance with the AB3 Alternative LFT&E Strategy.
Analysis of data is ongoing and a vulnerability assessment is
scheduled to be completed by 2QFY12.

System
* The AB3 is a modernized version of the AH-64D Attack
Helicopter that is intended to sustain the Apache fleet through
the year 2040. The Army intends to organize the AB3 in
Attack/Reconnaissance Battalions assigned to the Combat
Aviation Brigades. Each Battalion will have 24 aircraft.
* The Army acquisition objective is 690 AB3 aircraft:
634 remanufactured and 56 new builds.
» The AB3 aircraft increase in capability includes:
- Level 2 through 4 UAS control
= Level 2 receives UAS video feed
= Level 3 controls the UAS sensor
= Level 4 controls the sensor and flight of the UAS
- Improved Radar Electronic Unit to provide radio frequency
interferometer passive ranging, extended fire control radar
range, and maritime targeting capability
- Improved performance with 701D engines, composite
main rotor blades, weight reduction through processor and
avionic upgrades, and an improved drive system

- Enhanced survivability with integrated aircraft
survivability equipment and additional crew and avionic
armoring

- Enhanced communication capability, which includes
satellite communication and Link 16 datalink, and an
integrated communication suite to meet global air traffic
management requirements

- Improved reliability and maintainability using embedded
system-level diagnostics, improved electronic technical
manuals, and reduced obsolescence

Mission

The Attack/Reconnaissance Battalions assigned to the Combat
Aviation Brigade will employ the AB3 to conduct the following
types of missions:

o Attack

* Movement to contact

* Reconnaissance

* Security

Major Contractors

» Aircraft: The Boeing Company Integrated Defense
Systems — Mesa, Arizona

* Sensors and UAS datalink: Longbow Limited — Orlando,
Florida, and Baltimore, Maryland

Activity

* The USD(AT&L) granted Milestone C approval in
September 2010 permitting low-rate initial production of
the first 51 remanufactured aircraft. The Army inducted

the first airframe in March 2011 and the program expects to
complete the first fully-assembled production AB3 aircraft in
October 2011.
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Following the November 2009 DOT&E-approved LUT,

the program continued developmental testing with two

fully-configured AB3 prototype aircraft and one Improved

Drive System-configured aircraft used for performance and

flight maneuvers testing. As of September 30, 2011, the AB3

program completed 1,587 developmental flight test hours.

IOT&E is scheduled for April 2012.

In response to deficiencies noted during the LUT, the

program redesigned the IHADSS helmet to improve its fit

and functionality, and has made software corrections to make

it easier to adjust radio squelch, provide feedback to the

pilot while changing radio frequencies, simplify UAS linkup

procedures, and achieve compliance with interoperability

standards.

Developmental testing completed since the LUT included:

- Laser designation and rangefinder accuracy and boresight
retention testing of the M-TADS

- Characterization and vibration analysis of the 30 mm gun

- Ground and flight testing of the voice communication and
navigation subsystems

- Pilot evaluation of the IHADSS

- Flight testing of the covert lighting system and flight
performance and handling qualities evaluation

- Endurance qualification and oil-out testing of the AB3
transmission and drive train

- Regression testing of the FCR

- Accuracy and verification testing of the rocket system

The AB3 program conducted a Logistics Demonstration

from January to March 2011 at the Boeing facilities in Mesa,

Arizona.

The program continues to collect, report, track, and score

reliability, availability, and maintainability data and pursue

corrective actions to improve reliability.

In March and July 2011, the Army conducted

manned-unmanned teaming exercises at El Mirage, California,

to assess AB3 interoperability with the Gray Eagle unmanned

aircraft and the One-System Ground Control Station.

In August 2011, the Army collected infrared and ultraviolet

signature measurements of the AB3 in-flight at Redstone

Arsenal, Alabama. This data will be used to evaluate AB3

survivability against man-portable infrared air defense

systems.

The Army Research Lab completed all ballistic tests in

accordance with the DOT&E-approved AB3 Alternative

LFT&E Strategy. This included system-level dynamic and

subsystem-level static shots against the drive system and

the composite main rotor blades, and static shots against the

redesigned crew armor.

Assessment

The AB3 demonstrated compliance with all of the flight
performance thresholds with the exception of Hover Out-of-
Ground Effect. The Hover Out-of-Ground Effect capability
met 99 percent of the performance requirement. The 1 percent
shortfall should have little operational impact.
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* During flight testing, pilots discovered that the M-TADS video

vibrates excessively during certain flight regimes. Subsequent

testing revealed that the cause of the vibration was the natural

frequency of the TADS Electronics Display and Control
overlays with the main rotor frequency. The Army is exploring
options to correct the problem.

The Logistics Demonstration suggests that AB3 is largely

supportable with the current technical manual and tools.

Maintenance personnel completed 3,282 AB3-unique

maintenance tasks using the draft Interactive Electronic

Technical Manual (IETM). Maintainers accepted

approximately 97 percent of these tasks with minor changes

for incorporation into the IETM. The program plans to retest
the 101 rejected tasks in a follow-on logistics demonstration in
3QFY12.

The Army reviewed the damage incurred during static and

dynamic ballistic tests performed on the new composite

main rotor blades and improved drive system components in

September 2011. The Army is updating their vulnerability

model by incorporating these results. The model, along with

the results of ballistic and non-ballistic testing, will be used to
make an overall assessment of the aircraft’s vulnerability in
2QFY12.

In Limited Verification Testing of the AB3 FCR, the radar met

or exceeded 37 of 44 specification thresholds. Where the AB3

FCR did not meet thresholds, it performed as well or better

than the legacy FCR.

Interoperability testing between the AB3 and Gray Eagle

unmanned aircraft is ongoing. Ground and flight testing

between the Gray Eagle and AB3 programs have identified the
following connectivity problems:

- Adifference in frame size of the video output from Gray
Eagle (640 x 480 pixels) and the frame size expected by
AB3 (720 x 480 pixels)

- Sensor movement commands sent from AB3, when
received by Gray Eagle, were inverted; when the AB3 pilot
wanted the sensor to slew up it went down, and when he
wanted it to slew right it went left

- Differences in the data rate and data format between AB3
and Gray Eagle

Recommendations
 Status of Previous Recommendations. The Army continues

to address all FY09 and FY 10 recommendations. The results
of developmental testing and the IOT&E will provide data to
assess the progress in each area.

* FY11 Recommendations. The Army should:

1. Assess the operational impact of M-TADS video vibration
during the IOT&E.

2. Resolve the connectivity problems discovered during
interoperability testing between AB3 and Gray Eagle before
IOT&E.



Armored Tactical Vehicles — Army

Executive Summary

* The Army has contracted for 18,418 Family of Medium Tactical
Vehicles (FMTV).

* Emerging results of combined developmental/operational
testing indicate that the FMTV vehicles provide comparable
mission performance relative to fielded FMTVs. The
transportation unit was effective at completing local and
line-haul missions.

* The FMTYV vehicles demonstrated required crew protection and
improved crew protection to ballistic threats relative to fielded
FMTVs based on LFT&E.

* DOT&E provided a High Mobility Multipurpose Wheeled
Vehicle ( HMMWYV) Expanded Capacity Vehicle (ECV) Family
of Vehicles (FoV) LFT&E report to Congress in February 2011.

* In3QFY1l, the Army initiated the HMMWYV Modernized
Expanded Capacity Vehicle (MECV) program.

* The Heavy Tactical Vehicle program selected a C-kit underbody
protection design for Heavy Expanded Mobility Tactical Truck
(HEMTT) A4 in March 2011 after completion of underbody
testing of two C-Kit designs.

System
FMTV
e The FMTV re-procurement is the fourth stage of FMTV
evolution. These vehicles consist of light and medium
variants intended to operate on- and off-road.
- The Light Medium Tactical Vehicle (LMTV) transports a
5,000-pound payload and a 12,000-pound towed load.
- The Medium Tactical Vehicle (MTV) transports a
10,000-pound payload and a 21,000-pound towed load.
HEMTT
e The HEMTT is a family of heavy tactical trucks that includes
a load handling system, cargo, tanker, light equipment
transporter, and wrecker vehicles.
HMMWV
* The HMMWYV is a general purpose tactical wheeled vehicle
with light and heavy variants.
- The Light Variant includes the light utility, weapon carrier,
and ambulance with a minimum payload of 2,600 pounds.
- The Heavy Variant includes the heavy shelter carrier, light
and heavy howitzer towing variant, and ambulance with a
minimum payload of 4,550 pounds.

Mission

FMTV

e The Army employs the FMTV as multi-purpose
transportation and unit mobility vehicles in maneuver,
maneuver support, and sustainment units.

HEMTT

* The Army issues HEMTT to distribution companies and
general supply sections of forward support companies

of brigade support battalions. These companies deploy
units to a new theater of operations, relocate units to

new operating sites, establish unit areas of operations,
provide supply and transport support, recover vehicles, and
redeploy units to home station.

HMMWYV

The HMMWYV provides highly mobile light tactical
wheeled transport for command and control, troop and
light cargo, medical evacuation, and weapon platforms
to division and below units. This vehicle is employed
throughout the entire battlefield and operates in off-road
and cross-country environments.

Major Contractors

FMTV & HEMTT

Oshkosh Corporation — Oshkosh, Wisconsin

HMMWYV

AM General — South Bend, Indiana
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Activity
FMTV

As of September 2011, the Army has contracted with
Oshkosh Corporation to produce 18,419 FMTYV vehicles.
The FMTV Re-buy LMTV and MTV Cargo trucks
completed a Production Verification Test (PVT) in

April 2011. The PVT is ongoing for the Wrecker Variant
to ensure performance, reliability, and maintainability meet
the requirements of the system.

The Army Test and Evaluation Command (ATEC)
completed the FMTV developmental/operational test in
June 2011 at Aberdeen Proving Ground, Maryland, in
accordance with the DOT&E-approved plan. The purpose
of the test was to confirm that an FMTV-equipped unit
can employ the new LMTV and MTV variants to support
transportation missions.

The FMTV Re-buy LMTV Cargo trucks completed Live
Fire Testing (LFT) in January 2011. The purpose of the
LFT was to confirm that the Oshkosh FMTV provides the
required level of crew protection.

HEMTT

In November 2010, the Army initiated the HEMTT A4
Rapid Initiative program to develop an underbody kit called
the C-Kit for improved crew protection for the wrecker and
Light Equipment Transporter (LET) variants.

The Heavy Tactical Vehicle program selected a C-Kit
underbody protection design for HEMTT A4 in March 2011
after completion of underbody testing of two C-Kit designs
at Aberdeen Test Center, Aberdeen, Maryland. One
hundred and nine new production vehicles have the C-Kit
installed and began arriving in theater in June 2011. The
program will install the remainder of the 289 C-Kits on
existing theater HEMTT A4 assets.

HMMWYV

DOT&E provided a HMMWYV ECV FoV LFT&E report to
Congress in February 2011.

In 3QFY11, the Army initiated the HMMWYV MECV
program. The MECYV program focus is to improve the
protection, performance, and payload of the HMMWV
Up-Armored fleet.

The Army approved the MECV competitive acquisition,
test, and evaluation strategy in July 2011 to provide light
tactical vehicles to Air Assault units. The Army continues
preparation of the MECV Request for Proposal scheduled
for 1QFY12.

DOT&E approved the M997A3 HMMWYV Ambulance
Test and Evaluation Master Plan. Developmental testing
is ongoing.

The Army is procuring an additional 500 HMMWV
ambulance variants for the Army National Guard in support
of Homeland Security missions.

Assessment
FMTV
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During PVT, the LMTV Cargo variant demonstrated
8,002 Mean Miles Between Operational Mission Failure
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(MMBOMF) exceeding its reliability requirement of
2,200 MMBOMEF. The MTV Cargo variant demonstrated
6,669 MMBOMEF, exceeding its reliability requirement
0f 2,000 MMBOMF.

* Emerging results of combined developmental/operational
testing indicate that the FMTV Re-buy vehicles provide
comparable mission performance relative to fielded
FMTVs.

- The transportation unit was effective at completing
line- and local-haul missions.

- Air conditioner failures were the one common failure
mode experienced during both developmental/
operational test and the PVT.

- Several twist locks used to secure cargo to the Load
Handling System failed.

- Soldier maintainers accomplished all maintenance tasks
on FMTYV variants.

* The FMTV Re-buy vehicles demonstrated required crew
protection and decreased crew vulnerability to ballistic
threats based on LFT&E.

HEMTT

* The HEMTT A4 C-Kit is designed to work with the
previously installed cab armor package known as the B-kit.
The B-kit provides protection to the sides and roof of the
cab. The C-Kit adds additional underbody armor, blast
attenuating seats and floor mat, and upgraded steering gear.

* Based on LFT&E, the HEMTT A4 C-Kit decreases crew
vulnerability to underbody threats. Testing indicates that
protection levels up to some Mine Resistant Ambush
Protected (MRAP) vehicle levels may be attainable.

HMMWYV

* The HMMWYV ECV FoV (in their respective armor
configurations) decreases crew vulnerability to ballistic
threats, based on LFT&E.

 Ballistic testing of early HMMWYV Blast Mitigation System
design indicates that achieving underbody protection
equivalent to that provided by the MRAP All Terrain
Vehicle (M-ATV) is feasible.

Recommendations
 Status of Previous Recommendations. The Army addressed all

previous recommendations.

* FY11 Recommendations.
FMTV

1. The program should address heating, ventilation, and air
conditioning failures and improve the reliability of Load
Handling System twist lock failures prior to fielding FMTV.

2. The program should continue exploring additional
protection against current underbody and under-wheel
threats.

HMMWYV

3. The program should develop the MECV Test and
Evaluation Master Plan to ensure planning and resourcing
of developmental, live fire, and operational testing is
adequate.



Early Infantry Brigade Combat Team (E-IBCT)

Executive Summary
* The USD(AT&L) signed an Acquisition Decision

Memorandum (ADM) in February 2011 that modified the
Early Infantry Brigade Combat Team (E-IBCT) program. This
ADM approved a continued low-rate initial production (LRIP)
of one additional brigade set of the Network Integration Kit
(NIK). No additional NIK procurement was authorized.

The Army Test and Evaluation Command (ATEC) executed

a NIK Limited User Test (LUT) at White Sands Missile
Range, New Mexico, in June 2011 in accordance with

a DOT&E-approved test plan. During the LUT, a Mine
Resistant Ambush Protected (MRAP)-equipped infantry
battalion with 25 NIKs executed a series of offensive,
defensive, and stability missions during three 96-hour
scenarios.

Because the February 2011 E-IBCT ADM ended any further
procurement of the NIK beyond one additional brigade set, the
NIK program has completed its operational testing with the
2011 LUT.

System
* The E-IBCT program now consists of the NIK. The NIK

is mounted on a tactical wheeled vehicle such as the High

Mobility Multi-purpose Wheeled Vehicle or the MRAP

vehicle.

The NIK hardware components consist of:

- Joint Tactical Radio System (JTRS) Ground Mobile Radio
(GMR)

- Integrated Computer System

- Incremental Battle Command Extension (IBEX) (IBEX is
a laptop computer system used by the operator for text chat
and file transfer via the NIK)

1 - NIK components, Ground Mobile

Radio (GMR) and Integrated
Computer System (ICS), rack
mounted in the rear of a Mine
Resistant Ambush Protected
(MRAP) vehicle

2 - NIK components, GMR and Force XXI Battle Command

Brigade and Below (FBCB2), within a MRAP vehicle

3 - MRAP vehicle equipped with NIK

e The NIK interfaces with the Force XXI Battle Command
Brigade and Below/Blue Force Tracking (FBCB2/BFT)
system.

Mission

IBCTs equipped with the NIK will perform all tactical operations
(offensive, defensive, stability, and support) that are currently
conducted by infantry forces. The Army intends the E-IBCT
NIK to enhance brigade and below command and control

The JTRS GMR, as a component of the NIK, hosts the capabilities.
following waveforms:
- Wideband Networking Waveform (WNW) Major Contractor

- Soldier Radio Waveform (SRW)
- Single Channel Ground and Airborne Radio System
(SINCGARS)

The Boeing Company, Integrated Defense Systems — Huntington
Beach, California

Activity
* The USD(AT&L) signed an ADM in February 2011 that

modified the E-IBCT program. The key decisions were:

- Approval of continued LRIP of one additional brigade set
of the NIK (not to exceed 100 units). This brigade set is
in addition to the brigade set purchased in the LRIP as part
of the December 2009 E-IBCT Milestone C decision. No
additional NIK procurement beyond these two brigade sets
was authorized.

Termination of the Tactical and Urban Unattended Ground
Sensors (T-UGS and U-UGS) and the Class 1 Unmanned
Aerial System.

Approval of continued LRIP for two additional brigade
sets of the Small Unmanned Ground Vehicle (SUGV).
The Army was directed to consider any additional SUGV
production decisions under a separate Army program.
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- Approval for the Army to continue NIK testing to
determine whether the NIK should be fielded to one
Brigade Combat Team.

* The Army conducted the NIK Technical Field Test (TFT), a

developmental test, in March — April 2011 at White Sands
Missile Range, New Mexico. The TFT was intended to

verify the correction of NIK deficiencies identified in LUT 10
conducted in September 2010.

Army Test and Evaluation Command executed a NIK LUT

at White Sands Missile Range, New Mexico, in June 2011

in accordance with a DOT&E-approved test plan. This LUT
was conducted in conjunction with the larger Army Network
Integration Event (NIE). During the LUT, an MRAP-equipped
infantry battalion with 25 NIKs executed a series of offensive,
defensive, and stability missions during three 96-hour
scenarios.

Assessment
* The TFT focused on three of the most significant NIK

deficiencies identified in LUT 10. The results of the TET

indicated that these three deficiencies were successfully

resolved.

- NIK SINCGARS range and voice quality were
demonstrated to be comparable to legacy SINCGARS.

- NIK “warm” start-up times were significantly improved
over LUT 10 and were within the 10-minute system
requirement.

- Army Research Laboratory’s Survivability/Lethality
Division assessed the information assurance vulnerabilities
identified in the LUT 10 to have been fixed.

The TFT also examined NIK mobile network capability,

including network re-join times, message completion rates

(MCRs), and message latency. During the TFT, the NIK

network demonstrated re-join times and message latencies

within requirements and a satisfactory MCR of over

90 percent.

During the 2011 LUT, the NIK provided the test unit two basic

operational capabilities: tactical voice communications via

the SINCGARS waveform and the capability for chat and file
transfer among NIKs via WNW using the IBEX as the input
device. Key findings from the 2011 LUT were:

- Overall, the NIK had little impact on the test unit’s ability
to execute its assigned missions. The NIK did not provide
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any additional new capability of sufficient usefulness to
have an effect upon battalion operations.

- The NIK demonstrated little usefulness at the
company-level and below. The NIK data network was
rarely used at these echelons. At the platoon-level, where
20 of the 25 battalion’s NIKs were to be found, the NIK
was of little or no value, if not an actual hindrance to
platoon operations.

- The IBEX file transfer capability was useful in sharing
relevant mission command files such as operations orders
and intelligence products between the battalion tactical
operations center and the company command posts.

- SINCGARS range and voice quality and system start-up
times and procedures were satisfactory.

- The NIK met its reliability requirements, demonstrating
a Mean Time Between System Abort of 890 hours versus
a requirement of 112 hours and a Mean Time Between
Essential Function Failure of 89 hours versus a requirement
of 37 hours.

- The capability of NIKs to form an effective mobile, ad hoc
network was not addressed in this LUT. NIK’s operated
predominately from stationary sites and relied primarily
on fixed relay towers to establish communications
connectivity, negating the need to establish a mobile, ad
hoc network.

Because the February 2011 E-IBCT ADM ended any further

procurement of the NIK beyond one additional brigade set, the

NIK program has completed its operational testing with the

2011 LUT. Subsequent to the 2011 LUT, the Army made the

decision not to purchase the additional brigade set authorized

in the E-IBCT ADM. Furthermore, in October 2011, the DoD
decided to cancel the GMR program, the radio component

of the NIK. The NIKSs, which have already been purchased

by the Army, may have some value as a test asset for future

development of the Army’s desired WNW tactical network.

Recommendations
 Status of Previous Recommendations. The NIK program fixed

the NIK problems identified in LUT 10. However as a result
of the February 2011 ADM, there is no longer a requirement
for further NIK operational testing.

¢ FY11 Recommendations. None.



Enhanced AN/TPQ-36 (EQ-36) Radar System

Executive Summary

Quick Reaction Capability (QRC) AN/TPQ-53 Radar

* The Army is developing and fielding 38 Quick
Reaction Capability (QRC) radars to support an Urgent
Materiel Release. Fielding began in 2010 with 10
systems operating in Iraq and Afghanistan. The Army
contracted with Lockheed Martin Missile Systems
and Sensors to build 32 QRC radars, and plans to
purchase the remaining 6 QRC radars from a yet to
be selected Program of Record vendor. The Army
designated the QRC system as the AN/TPQ-53 radar in
September 2011.

* The Army conducted three QRC AN/TPQ-53 radar test
events at Yuma Proving Ground, Arizona, in October
2010, January 2011, and June 2011. Testing focused on
acquiring threat rocket, artillery, mortar fires, and the
radar’s integration with the Counter Rocket, Artillery,
and Mortar (CRAM) system.

* During testing in January 2011 at Yuma Proving
Ground, the QRC AN/TPQ-53 radars under test
acquired, tracked, and provided accurate locations of
most rocket, artillery, and mortar systems. The radar
has difficulty detecting certain types of rockets and
artillery rounds.

Program of Record EQ-36 Radar

* In August 2011, the Army released to industry the
EQ-36 radar Program of Record low-rate production
Request for Proposal (RFP) contract as part of the
Source Selection Evaluation Board process.

e The Army will select a contractor to produce 136
Program of Record EQ-36 radars based on the results
of a Source Selection Evaluation Board in FY12.

System

* The EQ-36 is a mobile radar system designed to detect,
classify, and track projectiles fired from mortar, artillery,
and rocket systems using a 90-degree or continuous
360-degree sector search.

» The radar provides target location of threat indirect fire
systems with sufficient accuracy for effective counterfire.

» The EQ-36 is designed to operate with the CRAM system
and the future Indirect Fire Protection Capability System.

* The Army intends to field the EQ-36 radar to the sensor
platoons in Brigade Combat Teams and Fire Brigades
to replace the current AN/TPQ-36 and AN/TPQ-37
Firefinder Radars.

» The EQ-36 is operated by a crew of four Soldiers and
transportable by C-17 aircraft, with battlefield mobility
provided by two Family of Medium Tactical Vehicle trucks.

* The Army is developing and fielding 38 QRC radars to
support an Urgent Material Release. Fielding began in 2010
with 10 systems operating in Iraq and Afghanistan. The
Army contracted with Lockheed Martin Missile Systems
and Sensors to build 32 QRC radars and plans to purchase
the remaining 6 QRC radars from a yet to be selected
Program of Record vendor. The Army designated the QRC
systems as the AN/TPQ-53 radar in September 2011.

* The Army will select a contractor to produce 136 Program
of Record EQ-36 radars based on the results of a Source
Selection Evaluation Board in FY'12.

Mission

Field Artillery units protect friendly forces by employing the
EQ-36 radar to determine timely and accurate location of
threat rocket, artillery, and mortars systems for defeat with
counterfire engagements. Air Defense Artillery units will use
the EQ-36 radar integrated into the CRAM and Indirect Fire
Protection Capability System to warn friendly forces and to
engage incoming threat indirect fires.

Major Contractors

* QRC AN/TPQ-53 Radar: Lockheed Martin Missile Systems
and Sensors — Syracuse, New York

* EQ-36 Radar: The Army will select the Program of Record
EQ-36 radar contractor in FY'12.
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Assessment
» Based on radar testing at Yuma Proving Ground and Army

Activity
Quick Reaction Capability (QRC) AN/TPQ-53 Radar

» The Army completed initial fielding of 12 QRC AN/
TPQ-53 radars in July 2011. The Army plans to field the
remaining QRC AN/TPQ-53 radars FY'12-14.

* The Army conducted three QRC AN/TPQ-53 radar test
events at Yuma Proving Ground, Arizona, in October 2010,
January 2011, and June 2011. Testing focused on acquiring
threat rocket, artillery, and mortar fires and the radar’s
integration with the CRAM system.

Program of Record EQ-36 Radar

* InAugust 2011, the Army released to industry the RFP for
the EQ-36 radar Program of Record low-rate production
contract as part of the Source Selection Evaluation Board
process.

» The Source Selection Evaluation Board process includes
a Live Ammunition System Demonstration (LASD)
at Yuma Proving Ground, Arizona, which began in
September 2011. The EQ-36 Program of Record RFP
contract solicited vendor participation in the LASD
requesting contractor-operated systems for evaluation.

* During the LASD, the program tested the operational, live
fire acquisition, and communication capabilities of the
participating systems against the full system requirements.
Army radar subject matter experts from the Fires Center of
Excellence, Fort Sill, Oklahoma, monitored each system
during testing and provided their observations to the Source
Selection Evaluation Board.

» The LASD will support the first low-rate initial production
decision of the EQ-36 Program of Record Radars. DOT&E
will report on the LASD results to support the Milestone C
update decision scheduled for 2QFY12.
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reporting from theater to date, radar reliability remains poor
and is well below system requirements. The QRC AN/TPQ-53
radar is demonstrating one system abort every 30 hours; the
Program of Record requirement is one system abort every 185
hours.

During testing in January 2011 at Yuma Proving Ground,

the QRC AN/TPQ-53 radars under test acquired, tracked,

and provided accurate locations of most rocket, artillery, and
mortars systems. The radar has difficulty detecting certain
types of rockets and artillery rounds.

Using updated software, the QRC AN/TPQ-53 radar
demonstrated improvements in reducing the rate of
misclassifying aircraft as threat projectiles in the 90-degree
and 360-degree modes.

During June 2011 testing, the QRC AN/TPQ-53 radar
decreased the rate of false location reporting in which the
system reports detecting a threat projectile when no projectiles
had actually been fired. The radar’s misclassifying and false
location reporting rates remain below the Program of Record
requirement of one false report in 12 hours.

Recommendations

Status of Previous Recommendations. The Army is

satisfactorily addressing all three FY 10 recommendations.

FY11 Recommendations. The Army should:

1. Continue testing all EQ-36 software updates.

2. Increase dedicated reliability testing focusing on decreasing
system aborts.

3. Continue conducting operational assessments of the
deployed AN/TPQ-53 radars.



Force XXI Battle Command Brigade and Below (FBCB2)
Joint Capabilities Release (JCR)/Blue Force Tracker 2 (BFT2)

Executive Summary
e InFY1l, the Army and Marine Corps conducted a Limited

User Test (LUT) of Force XXI Battle Command Brigade

and Below (FBCB2) Joint Capabilities Release (JCR)/Blue
Force Tracker 2 (BFT2). The test demonstrated the system is
operationally effective for combat operations. Commanders
and units experienced improved situational awareness and
improved transfer of orders and graphics compared to previous
versions of FBCB2/BFT1.

During the LUT, FBCB2 JCR/BFT2 demonstrated a 275-hour
Mean Time Between Essential Function Failure (MTBEFF)
compared to its requirement of 700 hours. The demonstrated
MTBEFF translates to a 77 percent probability of successfully
completing a 72-hour mission without an essential function
failure compared to the requirement of 90 percent. The
reliability demonstrated during the LUT is equivalent to that
of the existing deployed version of FBCB2, which Soldiers
have found acceptable to support operations in Iraq and
Afghanistan.

The Army conducted the FBCB2 JCR/BFT2 LUT to support
its planned February 2012 fielding decision.

The FBCB2 JCR/LUT resolved 11 of the 12 performance and
reliability deficiencies described in DOT&E’s 2004 Beyond
Low-Rate Initial Production (BLRIP) report. Reliability
remains as the only unresolved problem.

The LUT highlighted interoperability problems with the
terrestrial line-of-sight Enhanced Position Location Reporting
System (EPLRS) versions of FBCB2. The versions that use
satellite communications performed well.

System
« FBCB2 JCR is a networked battle command information

system that enables units to share near-real-time friendly and
enemy situational awareness information, operational maps
and graphics, and command and control (C2) messages.
FBCB2 JCR/BFT2 is a technology upgrade from FBCB2/BFT
to provide improved capability and ensure interoperability
between Army and Marine Corps forces. The improvements
include updated computer hardware and software, improved
satellite connectivity, and the addition of communications
security (COMSEC) devices.

FBCB2 JCR — AN/UYK-128(V3)

1 - JV5 Computer
2 - Display
3 - Global Positioning System Device

FBCB2 JCR is fielded in both mobile and command post

versions. It is supported by the following transmission means:

- BFT2 — satellite support for mobile operations

- EPLRS — terrestrial radio support for mobile operations

- Tactical Internet — network support for command post
operations

Mission

Army and Marine Corps commanders use FBCB2 JCR/BFT2
to provide integrated, on-the-move, near-real-time battle
command information and situational awareness from brigade
to maneuver platform.

Units employ FBCB2 JCR/BFT?2 to gain near-real-time
situational awareness and C2 capability intended to assist in
the accomplishment of their combat missions.

Major Contractor
Northrop Grumman, Information Systems — McLean, Virginia

Activity
* In 2004, the Defense Acquisition Executive approved an

FBCB?2 full-rate production decision. The DOT&E BLRIP
report highlighted a need for additional operational testing to
address 12 performance and reliability deficiencies.

In 2006, the Joint Requirements Oversight Council approved
the requirement to upgrade FBCB2 to a JCR version that
would ensure interoperability between the Army and

Marine Corps.
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e During FY11, the Army conducted three developmental tests

on versions of FBCB2 JCR and BFT2.

In December 2010, the Army and Marine Corps conducted a

combined Customer Test/Field User Evaluation to test FBCB2/

BFT performance and interoperability when used by the 11th

Armored Cavalry Regiment at the National Training Center,

California, and the 1st Marine Regiment at Camp Pendleton,

California.

In June — July 2011, as part of the Network Integration

Evaluation (NIE), the Army conducted an FBCB2/BFT2 LUT

to support a planned February 2012 Army fielding decision.

The NIE tested an FBCB2/BFT2 network with elements from:

- 2nd Brigade, 1st Armored Division, White Sands Missile
Range, New Mexico

- Marine Corps Battalion, Camp Pendleton, California

- Simulated Corps command post, Fort Hood, Texas

- Aviation Systems Integration Laboratory, Huntsville,
Alabama

The Army is planning a developmental test in October 2011 to

assess actions taken to correct deficiencies highlighted during

the FY11 FBCB2 JCR/BFT2 LUT.

The Army is planning a formal logistics demonstration for

November 2011.

- Improved ability to transfer orders and operational graphics
compared to previous versions of FBCB2

- Command and control communications exceeding the
range of terrestrial combat net radio

- Interoperability between Army and Marine Corps forces
using BFT2

- Interoperability with previous versions of FBCB2
supported by BFT1

- Satisfactory employment of the new communications
security

The FBCB2 JCR/BFT2 LUT highlighted the following

deficiencies:

- Less than required reliability

- Situational awareness “fading,” which would freeze display
icons for 30 seconds to 5 minutes

- New Equipment Training was not adequate to train new
FBCB?2 operators

- All versions of FBCB2 supported by line-of-sight EPLRS
radios demonstrated poor interoperability

The FBCB2 JCR/BFT2 LUT resolved 11 of the 12 deficiencies

noted in the 2004 BLRIP report. Reliability remains

unresolved. Nonetheless, the demonstrated reliability is

equivalent to that of the existing deployed version of FBCB2,

which Soldiers have found adequate to support combat

Assessment operations.

* The Army’s developmental testing demonstrated FBCB2
JCR/BFT2’s capability to interoperate between the Army and Recommendations
Marine Corps, employ communications security, and utilize  Status of Previous Recommendations. There are no previous
the increased bandwidth of BFT2. recommendations.

e During the LUT, FBCB2 JCR/BFT2 did not meet its reliability —* FY11 Recommendations. The Army should:

requirement and demonstrated a 275-hour MTBEFF point
estimate compared to its MTBEFF requirement of 700 hours.
The point estimate translates to a 77 percent probability of
successfully completing a 72-hour mission without an essential
function failure compared to the requirement of 90 percent.
The FBCB2 JCR/BFT2 LUT demonstrated the system is
operationally effective for combat operations. Soldiers and
Marines using the system experienced:
- Improved situational awareness of friendly and enemy
forces compared to previous versions of FBCB2
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1. Improve FBCB2 JCR/BFT?2 reliability, fix FBCB2 JCR
software (situational awareness fading), and improve New
Equipment Training.

2. Determine the future requirements of EPLRS and FBCB2

JCR. If the Army should determine the need for EPLRS
supported FBCB2 JCR, the Army will need to conduct
operational testing of FBCB2 JCR/EPLRS to support a
fielding decision.



Global Combat Support System — Army (GCSS-A)

Executive Summary

e The Army Test and Evaluation Command (ATEC) completed
a Limited User Test (LUT) on Release 1.1 during September
and October 2010. Based on the LUT results, DOT&E
assessed Global Combat Support System — Army (GCSS-A)
as sufficiently effective and suitable to enter into the
production and deployment phase. Primary areas of concern
from the LUT were lack of full compliance with Federal
Financial Management Information Act (FFMIA) and system
responsiveness. Corrective actions have been implemented
by the Program Management Office (PMO) to address these
deficiencies.

* An IOT&E is scheduled to be conducted in October 2011.

System

* The GCSS-A is an information technology system made up of
commercial off-the-shelf and non-developmental software and
server hardware.

* The core functionality of the GCSS-A comes from the
adaptation of a commercially-available Enterprise Resource
Planning (ERP) system. The ERP system integrates internal
and external management information across an entire
organization, including finance/accounting, manufacturing,
sales and service, and customer relationship management, and
automates this activity with an integrated software application.

* The hardware component of GCSS-A is limited to the
production server at Redstone, Alabama, and Continuity of
Operation (COOP) server at Radford, Virginia.

* The GCSS-A program includes the Army Enterprise Systems
Integration Program (AESIP) that provides the enterprise
hub services, centralized master data management, and
cross functional business intelligence and analytics for the
Army ERP solutions, including the General Fund Enterprise
Business System (GFEBS) and Logistics Modernization
Program (LMP).

Providing Soldiers a
single system to
accomplish a wide
range of logistics
missions
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Mission

Army logisticians will use this system to access information
and exchange operational logistics data related to tactical
maintenance, materiel management, property accountability,
tactical financial management, and logistics planning.

Major Contractors

* ERP Solution Component: Northrop Grumman Space and
Mission Systems Corporation — Carson, California

* AESIP component: Computer Sciences Corporation — Falls
Church, Virginia

Activity

* ATEC completed a LUT of Release 1.1 from September 1
to October 29, 2010, with 11th Armored Cavalry Regiment
(ACR), Fort Irwin, California, in accordance with the
DOT&E-approved test plan.

* An IOT&E is scheduled to be conducted on GCSS-A in
October 2011. ATEC will conduct the test on the 2nd Heavy
Brigade Combat Team/1st Armored Division, Fort Bliss,
Texas. The IOT&E will provide information for a Full
Deployment Decision. The IOT&E will use live data with
representative users conducting day-to-day live operations at
their unit locations (both garrison and field).

Assessment

e Based on the LUT results, DOT&E assessed GCSS-A
Release 1.1 as sufficiently effective to enter into the
production and deployment phase. Two areas of concern
identified during the LUT were financial compliance and
system responsiveness.

- The 1996 FFMIA requires agencies to implement systems

by complying with Federal accounting standards, the
U.S. Standard General Ledger at the transaction level,
and Federal financial management systems requirements
The Army Audit Agency (AAA) released a report on

October 29, 2010, that found GCSS-A did not demonstrate

GCSS-A
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the applicable compliance with the FFMIA, and
recommended the compliance be demonstrated before

the Milestone C decision. Upon further review, AAA
determined that the system was not required to be fully
compliant until full fielding. The PMO and the AAA have
a plan of action to accomplish this compliance.

- GCSS-A users in a tactical environment are expected to
use the Very Small Aperture Terminal (VSAT) satellite
communication. The LUT user surveys indicate that
GCSS-A experienced long delays and time-outs over the
VSAT connection. The PMO took corrective actions to
address the bandwidth challenges and follow-on surveys
show a marked improvement in system responsiveness.
IOT&E will include verification that GCSS-A can perform
effectively via VSAT in tactical environments.

The system was not required to have fully mature tactics,

techniques, and procedures, training, logistics support, and

GCSS-A

reliability before Milestone C. Results of the LUT indicate
that the risk to enter IOT&E is manageable.

U.S. Army Research Laboratory, Survivability/Lethality
Analysis Division conducted an information assurance
vulnerability evaluation June through August 2010, and the
Threat Systems Management Office completed a penetration
test in October 2010. The program office completed a
limited COOP demonstration on November 18, 2010. Some
vulnerabilities were found on the GCSS-A’s ability to protect
and detect, with immediate action taken by the PMOs to
resolve. Additional penetration and COOP testing will be
conducted in support of the IOT&E to verify the resolution.

Recommendations

Status of Previous Recommendations. This is the first annual
report for this program.

¢ FY11 Recommendations. None.



Joint Lightweight Tactical Vehicle (JLTV)

Executive Summary

Joint Lightweight Tactical Vehicle (JLTV) prototype vehicles
built by three vendors have completed the Technology
Development (TD) phase. These TD vendors may be
selected to participate in the Engineering and Manufacturing
Development phase.

The JLTV Milestone B decision is planned for 3QFY12.
During TD testing, all vendor vehicles experienced difficulty
with mobility in soft soil due to vehicle weight and other
vehicle design factors. In the TD, the reliability of vendor
vehicles demonstrated between 71 to 902 Mean Miles
Between Operational Mission Failure (MMBOMEF) versus the
required 3,600 MMBOMEF.

The Army increased the underbody threat requirement during
TD to be equivalent to the protection provided by the all
terrain version of the Mine Resistant Ambush Protected
(MRAP) vehicle. The ability to achieve the increased level
of protection while also satisfying other JLTV requirements is
not known.

System

The JLTV Family of Vehicles (FoV) is the Marine and Army
partial replacement for the High Mobility Multi-purpose
Wheeled Vehicle ( HMMWYV). The program intends JLTV

to provide increased crew protection against IED attacks,
improved mobility, and higher reliability than the HMMWV.
The JLTV FoV consists of two vehicle categories. The JLTV
Combat Tactical Vehicle (CTV) is designed to seat four
passengers. The JLTV Combat Support Vehicle is designed to
seat two passengers.

The JLTV Combat Tactical Vehicle (CTV) has a 3,500-pound
payload and five variants:

- Close Combat Weapons Vehicle

- Special Purpose Vehicle

- Command and Control on the Move Vehicle

- General Purpose Vehicle

- Heavy Guns Carrier Vehicle

The JLTV Combat Support Vehicle Variant has a 5,100-pound
payload and two variants:

- Utility Prime Mover

- Shelter Carrier

The JLTV program initiated a competitive prototyping
approach before procuring vehicles in order to reduce risks in
the integration of the technology, improve design, reduce cost,
and gain knowledge of prototype capabilities.

JLTV

JLTV
Notional Combat Support Vehicle

Mission
» Military units will employ JLTV as a light tactical wheeled

vehicle to support all types of military operations. JLTVs
will be used by airborne, air assault, light, Stryker, and heavy
forces as reconnaissance, maneuver, maneuver sustainment,
and command and control platforms.

Small ground combat units will employ JLTV in combat
patrols, raids, long-range reconnaissance, and convoy escort.

Major Contractors

Technical Phase

* BAE Ground Systems — Santa Clara, California

* Lockheed Martin Systems — Owego, New York

* General Dynamics Land Systems — Sterling Heights,
Michigan
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Activity

Three vendor JLTV prototype vehicles have completed the
TD phase of program. These TD vendors may or may not
participate in the next program phase. The JLTV Engineering
Manufacturing Design phase will be an open competition to
selected vendors to produce prototypes.

JLTV vendors vehicles conducted endurance testing at
Montegetta Proving Ground, Australia, and Aberdeen

Test Center, Maryland, to demonstrate reliability and
maintainability.

The program completed a JLTV User Demo in March 2011

at Aberdeen Proving Ground, Maryland. The User Demo
focused on the suitability of JLTV to conduct crew and
individual mission tasks.

The program completed TD ballistic testing in June 2011 at
Aberdeen Proving Ground, Maryland, to assess the capability
of the JLTV to meet Force Protection requirements.

The JLTV Milestone B decision is planned for 3QFY12.

Assessment

During TD testing, all vendor vehicles experienced difficulty
with mobility in soft soil due to vehicle weight and other
vehicle design factors. In the TD, the reliability of vendor
vehicles demonstrated between 71 to 902 Mean Miles Between
Operational Mission Failure (MMBOMF) versus the required
3,600 MMBOMF.

All three JLTV vendor vehicles had problems demonstrating
functionality of government furnished command, control, and
communication equipment in vehicles.
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The JLTV vehicle-unique safety problems limited execution
of the JLTV User Demo to assess ingress/egress, coupling
and uncoupling of the trailer and vehicles, and performing the
gunner drills.

The JLTV payload deficiencies affected Soldier and Marine
employment of the vehicle in the JLTV User Demonstration.
Lack of adequate storage space for ammunition, restricted
visibility due to small windows, positioning of window panels,
and uncomfortable seats with poor seating arrangements were
common problems between vendor prototypes and variants.
Based on ballistic testing, the TD Force Protection
requirements are achievable.

The Army increased the underbody threat requirement during
TD to be equivalent to the protection provided by the all
terrain version of the MRAP vehicle. The ability to achieve
the increased level of protection while also satisfying other
JLTV requirements is not known.

Recommendations
 Status of Previous Recommendations. The Army addressed all

previous recommendations.

* FY11 Recommendations. The program should:

1. Capitalize on the lessons learned from the JLTV TD testing
to update the Engineering and Manufacturing Development
Reliability, Availability, and Maintainability Growth Plan.

2. Submit a Test and Evaluation Master Plan to support the
Milestone B decision in 3QFY12.



Nett Warrior
(formerly Ground Soldier System)

Executive Summary

The Army conducted the Nett Warrior Limited User Test
(LUT) of three competing systems from October 18 through
November 5, 2010, at Fort Riley, Kansas. DOT&E provided
an operational assessment on results from the LUT on

April 21, 2011.

The Army intended to make a Milestone C decision for Nett
Warrior in 2QFY 11, but the decision was delayed due to
program restructuring directed by the Army’s Configuration
Steering Board (CSB).

The CSB de-scoped the requirements to allow for the
integration of a small End-User Device (EUD) based on current
smart device technology. The intent is to produce a new
configuration with significant weight and cost reduction.

The de-scoping focused on system attributes such as
operational temperature range (reduced), immersion in

water (no longer a requirement), and electromagnetic

effects (reduced). The CSB did not change any of the Key
Performance Parameters in the restructuring of the program.
The Army missed the opportunity to test the new configuration
of Nett Warrior during the November 2011 Network Integration
Evaluation 12.1 and prior to a Milestone C decision (now
planned for 2QFY12).

System

In June 2010, the Ground Soldier System was formally
renamed “Nett Warrior” program.
Nett Warrior is an integrated, dismounted Soldier situational
awareness system for use by leaders during combat operations.
It is designed to facilitate command, control, and sharing
of battlefield information and integrate each leader into the
digitized battlefield. The Army intends to use Nett Warrior to
provide mission command and position location information
down to the team leader level. Nett Warrior, as tested at the
LUT, consists of:
- A hands-free display and headset to view information
- A computer to process information and populate the display
- An interface device (mouse) for user-screen interaction
- A system power source
- A software operating system
- A networked radio transmitter/receiver to send and receive
information
- Antennas and cables
The new EUD version of Nett Warrior that emerged from the
CSB consists of the following:
- A small integrated EUD based on current smart device
technology
= A computer to process information and populate the
display, a display to view information and allow for user
interaction, and commercial GPS navigation capability

Fielding, Sustainment
& Support

Support Equipment

System Standards
(Interfaces, connectors...)

Squad Battery Charger

A-kit Brackets
(Universal) (BCT]

& Wires (BCT)

Data/Power
Cable

GPS Cable
(PIt Ldr)

Soldier
Chest Mount

Integrated
Vehicle
Charging
(HBCT/SBCT)

JTRS Radio

Soldier

Applications &
JBCP HH MC
Software

PLI Isolator/HUB
(RR to Tm Ldr)

End User Device
(Smart Device)

NW Mission
Planner

(BCT) I\l

Team Leader
& Above

Squad Power
Management Kit
(IBCT)

BCT - Brigade Combat Team
HBCT - Heavy Brigade Combat Team

GPS - Global Positioning System

JBCP HH MC - Joint Battle Command
Platform Handheld Mission Command

IBCT - Infantry Brigade Combat Team

RR - Rifleman Radio

Tm Ldr - Team Leader

JTRS - Joint Tactical Radio System
Plt Ldr - Platoon Leader
SBCT - Stryker Brigade Combat Team

= Government software and mission applications

- An AN/PRC-154 Rifleman Radio transmitter/receiver from
the Joint Tactical Radio System family of radios connected
to an EUD to send and receive information and voice data

- A system power source and support equipment in order to
recharge the power source and provide power management
in austere, underdeveloped areas

- Support equipment for the program that includes a mission
planning device for use at platoon level and above, as well
as various expeditionary power generation, power storage,
and power management devices for austere environments

* The program change allows the replacement of four

components (military helmet-mounted head display,

ruggedized keyboard, computer/navigation model, and

associated batteries and cables) with a single EUD performing

all the functions in a single integrated device based on a

rapidly advancing commercial technology.

* Yearly Nett Warrior enhancements that will integrate improved
commercial EUD technologies and other initiatives will be
tested during the Army’s Network Integration Evaluations.

Mission

Leaders within the Brigade Combat Team use Nett Warrior

to provide increased situational awareness and enhanced
communications. This will increase their ability to close with
and engage the enemy to defeat or capture him, or to repel his
assault by fire, close combat, and counter-attack.

Nett Warrior &5



Major Contractors
» The contractors who participated in the LUT:
- General Dynamics C4 Systems — Scottsdale, Arizona
- Raytheon — Plano, Texas
- Rockwell Collins — Cedar Rapids, lowa
* Vendor selection for the EUD version of Nett Warrior is
still pending. Due to the reconfiguration of the Nett Warrior

System, the three contractors who were being considered
were informed of the new requirements, which invalidated
the old system designs.

Activity

e On April 21, 2011, DOT&E provided an operational
assessment of the Nett Warrior LUT that took place
October 18 to November 5, 2010. The LUT complied with the
DOT&E-approved test plan.

* In June 2011, the overarching integrated project team
recommended that the program proceed to Milestone C
provided that voice communications are corrected so that
they are understandable; light emissions from the eyepiece
are corrected so positions are not given away; and weight is
reduced.

* During the July 6, 2011, Army Systems Acquisition Review
Council, the Vice Chief of Staff of the Army recommended
that the Army conduct a CSB to validate Nett Warrior’s use
of an EUD that utilized smart device technology as was
recommended by Soldiers who participated in Network
Integration Evaluation 11.2. This caused the Milestone C
decision to be postponed.

* The August 2011 Joint Requirements Oversight Council
Memorandum 118-11 provided classification guidance that
allowed for an EUD that utilized smart device technology.

* The August 2011 CSB endorsed the recommendation to
de-scope Nett Warrior requirements. The G-3/5/7 validated
these requirements on October 5, 2011.

* The de-scoping focused on system attributes such as
operational temperature range (reduced), immersion in
water (no longer a requirement), and electromagnetic effects
(reduced). The CSB did not change any Key Performance
Parameters.

* The new Nett Warrior configuration that emerged from the
CSB allowed for the integration of a small EUD based on
current smart device technology. This is intended to reduce
weight and cost by replacing the military helmet-mounted
head display, ruggedized keyboard, computer/navigation
model, and associated batteries and cables.
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Assessment

* The value of a Nett Warrior-like system to provide leaders
needed situational awareness has been established in the
LUT and in theater (e.g., three separate units deployed with
legacy Land Warrior systems to Operation Iraqi Freedom and
Operation Enduring Freedom between 2007-2011 in response
to operational needs statements and reports that Land Warrior
was a great capability in complex terrain).

* There were two Nett Warrior problems observed
during the LUT that should have been corrected during
developmental testing. Those problems included unclear
voice communications and excessive light emissions during
night time operations.

* The Army missed the opportunity to test the new
configuration of Nett Warrior during the Network Integration
Evaluation 12.1 in November 2011 and prior to a Milestone C
decision (now planned for 2QFY12).

» Nett Warrior will undergo an information assurance test as part
of IOT&E.

Recommendations

* Status of Previous Recommendations. During FY'11, the Army
continued to address the previous recommendations.

* FY11 Recommendations.

1. Given that the system requirements have been de-scoped,
the Army needs to provide data and evaluations for any
testing that has already occurred or conduct additional
testing for the de-scoped system.

2. The Army needs to conduct information assurance
testing on the de-scoped system in accordance with DoD
Directive 8500.01E, DoD Instruction 8500.2, and the
DOT&E Procedures for Operational Test and Evaluation
of Information Assurance in Acquisition Programs
(January 21, 2009).



Patriot / Medium Extended Air Defense System (MEADS)

Executive Summary

.

The Army conducted one major developmental Patriot

flight test mission and a Post-Deployment Build-7 (PDB-7)
Developmental Test and Evaluation (DT&E) in FY11. The
Army conducted three major developmental Patriot flight test
missions in early FY12.

The third guided flight of the Patriot Advanced Capability-3
(PAC-3) Missile Segment Enhancement (MSE) interceptor
achieved a successful intercept of a ballistic missile target in
the extended PAC-3 MSE battlespace.

In the first three PDB-7 flight tests, Patriot achieved
successful intercepts of four short-range ballistic missile
targets using PAC-3 and Guidance Enhanced Missile (GEM)
interceptors.

System

.

The Patriot is a mobile air and missile defense system that

counters missile and aircraft threats. The system includes the

following:

- C-band phased-array radars for detecting, tracking,
classifying, identifying, and discriminating targets

- Battalion and battery battle management elements

- Communications Relay Groups and Antenna Mast
Groups for communicating between battery and
battalion assets

- A mix of PAC-3 hit-to-kill missiles and PAC-2 blast
fragmentation warhead missiles for negating missile and
aircraft threats

The newest version of the PAC-3 interceptor is the Cost

Reduction Initiative (CRI) missile. In addition, the Army

is developing the PAC-3 MSE missile with increased

battlespace defense capabilities and improved lethality.

Earlier versions of Patriot interceptors include the Patriot

Standard missile, the PAC-2 Anti-Tactical Missile (ATM),

and the GEM family (includes the GEM-T and GEM-C

missile variants intended to counter tactical ballistic missiles

and cruise missiles, respectively).

The Medium Extended Air Defense System (MEADS) was

intended to be a more deployable, mobile, and capable air

and missile defense system than Patriot. Planned MEADS

developments included the following:

- Battle management, command, control, communications,
computers, and intelligence elements; Ultra High
Frequency-band 360-degree surveillance radars; X-band
360-degree multi-function fire control radars; and missile
launchers and reloaders

- MSE missiles developed under the Patriot program

Mission

Combatant commanders using Patriot have the capability to
defend deployed forces and critical assets from missile and
aircraft attack and to defeat enemy surveillance air assets (such as
unmanned aerial vehicles) in all weather conditions, clutter, and
electronic countermeasure environments.

Major Contractors

* Raytheon Integrated Defense Systems — Tewksbury,
Massachusetts

¢ Lockheed Martin Missile and Fire Control — Dallas, Texas

< MEADS International, Inc. — Orlando, Florida

Activity

Patriot

e The Army began the PDB-7 DT&E on July 27, 2011,
at White Sands Missile Range (WSMR), New Mexico.
Ground testing runs for record ended on October 7, 2011.
Developmental endurance and flight testing is scheduled to
complete in January 2012. Data analysis is ongoing.

* A third MSE missile flight test (Flight Test 7-3) was
conducted at WSMR in March 2011. Patriot fired two MSE

interceptors at a ballistic missile target. The first MSE
intercepted the target and the second intercepted debris
from the first intercept.

* During the first PDB-7 flight test (P7-4) at WSMR in
November 2011, Patriot fired two PAC-3 missiles at
a short-range ballistic missile target. The first PAC-3
intercepted the target. Data analysis is ongoing.
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* During the second PDB-7 flight test (P7-3) at WSMR
in November 2011, Patriot fired two GEM interceptors
at a short-range ballistic missile target. The first GEM
intercepted the target. Data analysis is ongoing.

* During the third PDB-7 flight test (P7-2) at WSMR in
November 2011, Patriot fired a GEM-T and GEM-C
interceptor at each of two short-range ballistic missile
targets. The GEM-Ts intercepted both targets. Data
analysis is ongoing.

* The Army updated the Test and Evaluation Master Plan,
which DOT&E approved on September 1, 2011.

* The next Patriot operational test, the PDB-7 Limited User
Test (LUT), is scheduled to begin in 3QFY12.

MEADS

* The DoD has decided not to field MEADS, although it will
continue program development through the design and
development phase of the program. It is unknown whether
Germany or Italy will continue MEADS development after
the U.S. withdraws from the program.

* Three MSE developmental flight tests are planned as part
of the MEADS test program. They will contribute to future
assessments of MSE capability and will support the build
up to the PDB-8 IOT&E.

Assessment

* During flight test 7-3, Patriot demonstrated the capability to

kill a tactical ballistic missile target with an MSE interceptor

in the extended MSE battlespace. The MSE interceptor

performance was consistent with preflight predictions and

body-to-body impact was achieved, resulting in the destruction

of the target. The system met the mission objectives.

Based on the PDB-6.5 LUT conducted during FY 10, DOT&E

assesses the current Patriot system as effective against some

threats and partially suitable due to poor radar reliability

and system availability. There has been substantial variance

in Patriot’s reliability and resulting availability as observed

during testing. The causes of this variance are unknown.

Obstacles to adequate T&E of the Patriot PDB-6.5 system

included:

- The lack of lethality information for aircraft, cruise missile,
and air-to-surface missile threats used to assess end-to-end
system effectiveness.
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- The lack of representative Soldier operators during the
PDB-6.5 LUT regression test of the Patriot system software
that is now in the field.

- The lack of a robust interoperability event.

- The lack of a robust Force Development Experiment,
preventing the Army from thoroughly examining tactical
standard operating procedures prior to developing Patriot
PDB-6.5 tactics, techniques, and procedures. As a result,
the engagement procedures used during the PDB-6.5 LUT
against some threats led to decreased system performance.

- Not providing suitable time for organizational-level
diagnostics and maintenance during operational
performance test phases.

Recommendations

Status of Previous Recommendations. The Army satisfactorily
addressed 10 of the previous 16 open recommendations. The
Army should still address the following recommendations:
- Conduct Patriot testing during joint and coalition exercises.
- Upgrade the Patriot hardware-in-the-loop systems to model
electronic countermeasures and identification friend-or-foe
systems.

- Conduct a Patriot flight test against an anti-radiation
missile target to validate models and simulations.

- Review the risks of not conducting all flight tests against
ballistic missiles using two interceptors.

- Improve Patriot training.

- Have Patriot participate with live interceptors in Terminal
High-Altitude Area Defense (THAAD) flight testing.

FY11 Recommendations. In addition to addressing the above

recommendations, the Army should:

1. Conduct all operational testing regression tests with
representative Soldier operators.

2. Conduct a robust Force Development Experiment prior to
the PDB-8 IOT&E to ensure that tactics, techniques, and
procedures are adequate to support a successful operational
test.



Spider XM7 Network Command Munition

Executive Summary

.

The Army will use Spider instead of persistent landmines to
comply with the requirements of the 2004 National Landmine
Policy.

The Army continued corrective actions to address Spider
system and training deficiencies following the FOT&E
conducted in May 2010.

The Army conducted a Spider Limited User Test (LUT) as
part of the Army’s Network Integration Evaluation at Fort
Bliss, Texas, and White Sands Missile Range, New Mexico,
in June 2011. The LUT focused on demonstrating progress
towards meeting Munition Control Unit (MCU) reliability
requirements and demonstrating MCU reuse improvements.
The program office will use the results to support a request for
additional low-rate initial production (LRIP).

The program achieved Initial Operational Capability in

June 2011 with the fielding of Spider to the 4th Brigade
Combat Team (Airborne), 25th Infantry Division, Fort
Richardson, Alaska.

DOT&E will report on the operational effectiveness,
suitability, and survivability of the Spider system in calendar
year 2013 following a third FOT&E. Based on analysis
conducted to date, Spider has demonstrated effectiveness
and lethality when operated with efficient operator-observer
communications and clearly defined Rules of Engagement.
Spider has demonstrated poor suitability and is difficult to
sustain in an operational environment.

System

.

.

The Army intends to use Spider as a landmine alternative to
satisfy the anti-personnel munition requirements outlined in
the 2004 National Landmine Policy, which directs DoD to:

- End use of persistent landmines after 2010

- Incorporate self-destructing and self-deactivating
technologies in alternatives to current persistent landmines

A Spider munition field includes:

- Up to 63 MCUs, each housing up to six miniature grenade
launchers or munition adapter modules for remote
electrical and non-electrical firing capabilities

- Aremote control station, used by the operator to maintain
“man-in-the-loop” control of all munitions in a field

- A communications relay device known as a “repeater” for
use in difficult terrain or at extended ranges

* All employments use “man-in-the-loop” control to engage
targets.

* The Army intends to employ Spider in all environments and in
all terrains.

* Spider incorporates self-destructing and self-deactivating
technologies to reduce residual risks to non-combatants.

* The Army achieved Initial Operational Capability with Spider
in June 2011 with fielding to the 4th Brigade Combat Team
(Airborne), 25th Infantry Division, Fort Richardson, Alaska.

Mission

Maneuver or engineer units employ Spider to establish a force
protection obstacle or as a stand-alone force protection system to
accomplish the following missions:

* Protect the Force

* Shape the Battlefield

* Provide Early Warning

* Delay and Attrite Enemy Forces

Major Contractors

* Command and Control hardware and software: Textron
Defense Systems — Wilmington, Massachusetts

* Munition Control Unit and Miniature Grenade
Launcher: Alliant-Techsystems, Advanced Weapons
Division — Plymouth, Minnesota

Activity

Based on demonstrated performance in the Spider FOT&E
in May 2010, the Spider full-rate production decision was
delayed from FY11 to FY13.

* The Army continued corrective actions to address Spider
deficiencies with system complexity and training following the
FOT&E conducted in May 2010.
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* In May 2011, DOT&E approved changes to the April 2010
Spider Test and Evaluation Master Plan. The updates
addressed follow-on testing to demonstrate corrective actions
in an operationally realistic environment.

* The Army conducted a LUT as part of the Army’s Network
Integration Evaluation at Fort Bliss, Texas, and White Sands
Missile Range, New Mexico, in June 2011. The LUT focused
on demonstrating progress toward meeting MCU reliability
requirements and reuse improvements.

e In June 2011, the Army conducted a Spider Force
Development Test at Fort Bliss, Texas. Soldiers employed and
detonated non-lethal Spider munitions during the test.

e The Army continued fielding Spider systems to deployed and
non-deployed units providing Home Station, Combat Training
Center, and in-theater training as part of the fielding package.

* The Army and DOT&E initiated planning for the third FOT&E
in 1QFY13 to support a full-rate production decision.

* The Spider Milestone Decision Authority is expected to
approve the production of additional LRIP systems to support
continued fielding prior to a full-rate production decision
scheduled for 2QFY13.

Assessment
» Spider provides enhanced capabilities not previously available
with anti-personnel land munition systems:

- During the May 2010 FOT&E, Spider did not meet MCU
reliability and reuse requirements, attributable to system
complexity and ineffective training provided by the
program office.

- InJune 2011, a unit composed of Engineer and Infantry
Soldiers demonstrated in a LUT that software and training
enhancements made following the May 2010 FOT&E
increased the likelihood of achieving MCU reliability and
reuse requirements.

The Spider system requires three different types of

rechargeable and non-rechargeable batteries when

commercial or vehicle power is not available; battery
management increases a unit’s logistical burden. During

a 60-hour operation, a platoon-size unit employing a 20

MCU Spider munition field with a repeater may use up to 86

non-rechargeable batteries, costing $2,400.

Spider skills are perishable and require periodic sustainment

training; this increases a unit’s training burden.

Current software changes to achieve MCU reliability and reuse

requirements are incomplete. Increased efforts are needed to

prevent future impacts to operational suitability.

Further testing focused on reducing system complexity in the

hands of Soldiers is needed to avoid impacts to operational

suitability.

“Man-in-the-Loop” positive control of both lethal and
non-lethal munitions

- Remote electrical and non-electrical firing capabilities for
munitions and demolitions to a range of 4 kilometers

- Capability to fire a single munition or multiple munitions at
the same time

- Capability to collect situational awareness information
through tripline activation by threat personnel

Spider has demonstrated effectiveness and lethality:

- An Engineer company successfully employed, operated,
and achieved lethal effects during the May 2010 FOT&E.

- An Engineer platoon validated proposed tactics,
techniques, and procedures for the employment of
non-lethal munitions and successfully employed non-lethal
munitions during the June 2011 Force Development Test.

Spider has demonstrated poor suitability. Sustaining the

system in an operational environment is difficult:
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Recommendations

* Status of Previous Recommendations. The Army initiated
actions to address previous recommendations.

* FY11 Recommendations. The Army should:

1. Complete development and implementation of software
changes to achieve MCU reliability and reuse requirements
by eliminating the possibility of sterilization during
emplacement and recovery operations.

2. Complete development and implementation of hardware
and software changes to reduce system complexity in the
hands of Soldiers and to improve the efficiency of the
sustainment training program.

3. Plan and execute a comprehensive, DOT&E-approved,
FOT&E to demonstrate Spider system effectiveness and
suitability in support of an Army full-rate production
decision.



Stryker Double-V Hull (DVH)

Executive Summary

* The Double-V Hull (DVH) was quickly developed, tested, and
fielded in response to needs from commanders in Operation
Enduring Freedom (OEF) regarding Stryker force protection/
survivability shortfalls against underbody IEDs and blast
threats. Testing and analysis confirm that the DVH Infantry
Carrier Vehicle (ICV) (ICVV) improves Stryker vehicle
protection against IEDs; the details are classified.

e The Stryker ICVV is operationally effective. There were no
significant differences between the existing Strykers currently
used in OEF and DVH Strykers regarding mobility and the
ability of units equipped with the two types of vehicles to
accomplish the mission.

* The Stryker DVH is operationally suitable. The Stryker DVH
demonstrated better reliability and maintainability than the
OEF variant.

* The Army Test and Evaluation Command continues to execute
the non-ICV variant and DVH developmental, operational,
and live fire testing through 3QFY12.

System

* The Army intends for the Stryker DVH to provide improved
survivability against IED and blast threats, beyond the
protection provided by current flat-bottom Stryker vehicles
with OEEF Kkits.

* The Stryker ICVV is the base variant for seven additional
configurations: the Anti-Tank Guided Missile Vehicle, the
Commander’s Vehicle, the Engineer Squad Vehicle, the Fire
Support Vehicle, the Mortar Carrier Vehicle, the Medical
Evacuation Vehicle, and the Infantry Carrier Vehicle
DVH-Scout (ICVV-S). The ICVV-S is a new configuration to
allow for internal stowage of the Long Range Advance Scout
Surveillance System.

* The DVH configuration consists of a redesigned lower hull,
energy attenuating seats, and an up-armored driver station. An
upgraded suspension and driveline are incorporated because of
the additional weight.

* The DVH-equipped Stryker Brigade Combat Team (SBCT)
has the same mission profile as a non DVH-equipped SBCT.
The Army intends to use the DVH as Theater Provided
Equipment in Afghanistan, and provide the Army with a
long-term capability to simultaneously deploy SBCTs into a
non-permissive environment.

* The Army does not plan to purchase Stryker DVH versions
of the Reconnaissance Vehicle, Mobile Gun System, or the
Nuclear, Biological, Chemical Reconnaissance Vehicle.

— - =

M1134 Anti-Tank Guided Missile Vehicle

M1133 Medical Evacuation Vehicle

Mission

* Combatant commanders employ a DVH-equipped SBCT
as a full-spectrum combat force that conducts operations
(offensive, defensive, stability, and support) against
conventional or unconventional enemy forces in all types
of terrain and climate conditions. In addition, it operates in
all spectrums of conflict (major theater war, smaller-scale
contingency, and peacetime military engagement).

Major Contractor
General Dynamics Land Systems — Sterling Heights, Michigan
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Activity

* The Army executed a comparison LFT&E program
to compare DVH IED protection relative to existing
OEF-kitted Stryker vehicles. The LFT&E program
consisted of 13 full-up system-level IED events against
baseline OEF-kitted Strykers, and 18 events against Stryker
DVH structures, ICVV prototypes, and full-up ICVVs.

* The Army executed operational testing of Stryker DVH
ICVs from January to February 2011 to characterize any
degradation to reliability, availability, maintainability, and
cross-country mobility, and compare DVH performance to
the Strykers currently used in OEF.

* The Army Test and Evaluation Command continues to
execute non-ICV configuration DVH developmental,
operational, and live fire testing through 3QFY12. The
Army is conducting ICVV-S operational testing, and Mortar
Carrier Vehicle DVH developmental and operational
testing, now through February 2012 at Yuma Proving
Ground, Arizona.

» All of the live fire and operational testing executed this year,
except one test, was in accordance with DOT&E-approved
test plans. Phase II of the Stryker ICVV Operational
Assessment was not executed in accordance with a
DOT&E-approved test plan and was not adequate. While
the data collection plan for Phase II was adequate, the actual
collection of data was not, resulting in little usable data
except for responses to surveys.
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Assessment
* The DVH was quickly developed, tested, and fielded in

response to needs from commanders in OEF. Testing and
analysis confirm that the ICVV improves Stryker vehicle
protection against IEDs; the details are classified.

The Stryker DVH is operationally effective. There were no
significant differences between the existing Strykers currently
used in OEF and DVH Strykers regarding mobility and the
ability of units equipped with the two types of vehicles to
accomplish the mission.

The Stryker DVH is operationally suitable. The Stryker DVH
demonstrated better reliability and maintainability than

the OEF variant. During initial testing, Army evaluators
identified three problems with the driver’s compartment that
hampered driver evacuation. The Army subsequently fixed
those problems. In addition, the driver’s compartment of the
vehicle is too small for larger Soldiers. The Army is planning
a driver’s compartment redesign to improve space intrusions
identified during ICV'V testing.

Recommendations
» Status of Previous Recommendations. The Army addressed all

three previous recommendations.

¢ FY11 Recommendation.

1. The Army should increase the driver’s available space in
the driver’s compartment.



Stryker Mobile Gun System (MGS)

Executive Summary

.

During the December 2010 Stryker Double-V Hull (DVH)
Configuration Steering Board, the Army decided not to pursue
full-rate production for the flat-bottom Stryker Mobile Gun
System (MGS).

The Army Test and Evaluation Command conducted
Engineering Change Order Block III validation with Soldiers
at a developmental test/operational test event in August 2011
to assess material fixes for six deficiencies.

DOT&E assessed the program has mitigated (by either
material fixes or changes to tactics, techniques, and
procedures) 17 of the 23 deficiencies identified in the 2008
Secretary of Defense Report to Congress.

System

.

The Stryker Family of Vehicles consists of two variants on a

common vehicle platform: Infantry Carrier Vehicle and the

MGS. There are eight configurations of the Infantry Carrier

Vehicle variant.

The MGS required a separate acquisition decision because the

system needed additional development.

The MGS mission equipment includes the following:

- M68A2 105 mm cannon system with an ammunition
handling system

- Coaxial 7.62 mm machine gun and a secondary M2HB,
.50-caliber machine gun

- Full solution fire control system with two-axis stabilization

- Low-profile turret meant to provide survivability against
specified threat munitions

The system integrates the Driver’s Vision Enhancer

and Command, Control, Communications, Computers,

Intelligence, Surveillance, and Reconnaissance components as

government-furnished equipment.

The MGS provides the three-man crew with varying levels of

protection against small-arms, fragmenting artillery, mines,

and rocket-propelled grenades (RPGs). Add-on slat armor

(high hard steel arranged in a spaced array) provides RPG

protection.

Mission

* The Stryker Brigade Combat Team uses the MGS to create
openings in walls, destroy bunkers and machine gun nests, and
defeat sniper positions and light armor threats. The primary
weapon systems are designed to be effective against a range of
threats up to T-62 tanks.

* The MGS operates as a three-vehicle platoon organic to the
Stryker infantry company or as a single vehicle in support of a
Stryker infantry platoon.

Major Contractor
General Dynamics Land Systems — Sterling Heights, Michigan

Activity

During the December 2010 Stryker DVH Configuration
Steering Board, the Army decided not to pursue full-rate
production for the Stryker flat-bottom MGS. The Army
determined it could not integrate the DVH design onto the
MGS platform unless the Stryker Modernization program
occurred to accommodate weight and power deficiencies.
A total of 142 MGSs have been produced and fielded.

* The integration of Stryker Reactive Armor Tiles (SRAT) II on
the MGS has not occurred due to problems with integration of
armor tiles on the rear doors. Live fire cannot be completed
until the Army defines how SRAT II will be applied to the rear
doors.

* The Army, in coordination with DOT&E, submitted the
fifth and sixth reports to Congress in December 2010 and
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July 2011, updating the status of actions taken by the Army to
correct or mitigate all Stryker MGS deficiencies, as directed
in Section 115 of the FY09 Duncan Hunter National Defense
Authorization Act.

The Army Test and Evaluation Command conducted
Engineering Change Order Block III validation with Soldiers
at a developmental test/operational test event in August 2011
to assess material fixes for six deficiencies.

The Army conducted testing in accordance with the
DOT&E-approved Test and Evaluation Master Plan.

Assessment
* The MGS demonstrated Mission Equipment Package

reliability during the August 2011 Reliability Gunnery.
Overall, the program has mitigated (by either material fixes
or changes to tactics, techniques, and procedures) 17 of the
23 deficiencies identified in the 2008 Secretary of Defense

Report to Congress. Although all of the deficiencies the Army

associates with the operational requirements document have
been mitigated, DOT&E considers correction of two of the
outstanding deficiencies — lack of gun pod protection and
RPG protection — to be essential to ensure the operational
effectiveness of the MGS in combat situations such as those
that exist in the current theater of operations.

In the 2007 Beyond Low-Rate Initial Production Report,
DOT&E assessed the MGS as not operationally effective
when operating in a degraded capacity. DOT&E assesses
that the gun pod can be easily disabled, causing the MGS to
operate in a degraded capacity, thereby making the MGS not
operationally effective. Lack of adequate gun pod protection
makes the MGS vulnerable to widely proliferated threats
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including RPGs, which increases the likelihood of the MGS
operating in a degraded capacity. The Army has no plans to
improve gun pod protection.

The C-130 Transportability Key Performance Parameter is

a design constraint that limits MGS capabilities. Because

of size and weight constraints for transporting equipment on
the C-130, there is a limitation on the size and weight of the
MGS. This limit results in several survivability deficiencies,
including protection of the Commander’s Weapon Station,
protection of 105 mm ammunition, gun pod protection,

and hydraulic circuit separation. These deficiencies will
potentially be addressed as part of the Stryker Modernization
Program, if this program moves forward.

Recommendations
 Status of Previous Recommendations. The Army addressed

two recommendations from FY10. There have been delays
due to SRAT II integration with the vehicle’s rear doors and as
a result, the remaining FY 10 annual report recommendations
have not yet been addressed by the program.
FY11 Recommendations. As part of our coordination with
the Army, as directed in Section 115 of the FY09 National
Defense Authorization Act, DOT&E recommended that the
Army:
1. Finalize configuration for SRAT II and schedule live
fire testing in order to validate the SRAT II design and
configuration to provide long term RPG protection.
2. Increase gun pod protection.
3. Continue to provide a semi-annual report to Congress
updating the status of corrections until the RPG protection
deficiency is corrected.



Stryker Nuclear, Biological, and Chemical
Reconnaissance Vehicle (NBCRV)

Executive Summary

* The Nuclear, Biological, and Chemical Reconnaissance
Vehicle (NBCRV) is operationally effective for chemical
reconnaissance on primary and secondary roads, and
operationally suitable when equipped with slat armor. The
NBCRYV is not operationally effective for reconnaissance of
cross-country terrain, chemical surveillance, and biological
surveillance.

* The NBCRYV provides limited biological detection and
on-the-move chemical standoff detection capability with more
rapid reporting than the M93 series Fox Nuclear, Biological,
and Chemical Reconnaissance System that it will replace.

* Initial testing of the NBCRYV, equipped with Stryker Reactive
Armor Tile IT (SRAT II), indicates the added weight of the
armor kit negatively affects NBCRV mobility in steep terrain,
such as Afghanistan. The Army needs to conduct additional
developmental testing to characterize factors and conditions
that lead to component failures that negatively affect mobility.

» The NBCRYV provides protection against the threshold
requirement threats with limitations. Live fire testing indicates
potential performance deficiencies in the protection provided
by the SRAT II configuration. The details are classified.

- Chemical and Biological Mass Spectrometer 11

- Chemical Vapor Sampling System

- NATO standard markers and deployment system

- Automatic Chemical Agent Detector Alarm
AN/VDR-2 and AN/UDR-13 radiological detectors

* An NBCRYV team consists of a Stryker NBCRV and a four

person crew.

- The Stryker Brigade Combat Team (BCT) has one platoon
of three NBCRYV teams.

- The Heavy BCT has one squad of two NBCRV teams.

- The Division or Corps Chemical Company has six NBCRV
teams.

System

» The NBCRYV is one of eight configurations of the Infantry
Carrier Vehicle variant of the Stryker family of vehicles.
Chemical, biological, and radiological sensors and
communications systems are integrated into the Stryker
vehicle to perform chemical, biological, radiological, and
nuclear (CBRN) detection, identification, marking, sampling,
and reporting of these hazards.

* The NBCRYV provides the four-member crew with levels of
protection against small arms, fragmenting artillery, mines,
and rocket-propelled grenades. Rocket-propelled grenade
protection is currently provided by add-on slat armor (high
hard steel arranged in a spaced array). SRAT II, an alternative
add-on reactive armor kit intended to provide additional
protection, is undergoing developmental and live fire test and
evaluation.

* The NBCRYV is equipped with a filter and over-pressure
system that provides its crew protection from CBRN threats.

* The CBRN Mission Equipment Package includes the
following:

- Joint Biological Point Detection System
- Joint Service Lightweight Standoff Chemical Agent
Detector

Mission

CBRN reconnaissance units, equipped with the NBCRV, conduct
reconnaissance and surveillance to determine the presence and
extent of CBRN contamination using the CBRN reconnaissance
techniques of search, survey, surveillance, and sampling. A
CBRN reconnaissance unit, as part of an early entry combat
force, conducts limited independent operations.

Major Contractor
General Dynamics Land Systems — Sterling Heights, Michigan
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Activity
* In IOT&E phase one, conducted from September to

October 2006, the NBCRV experienced numerous operation
mission failures. The program undertook a reliability
improvement program and made a number of changes to the
system configuration tested in IOT&E phase one. The Army
Test and Evaluation Command conducted IOT&E phase two
at Dugway Proving Ground, Utah, from September 20 to
October 1, 2010. The test was conducted in accordance with
the DOT&E-approved Test and Evaluation Master Plan and
test plan.

The Army Test and Evaluation Command conducted SRAT II
qualification testing, ballistic hull testing, a second phase

of follow-on controlled damage experimentation, and four
additional full-up system-level events in July 2011 to support
the final NBCRV survivability assessment; testing was
conducted in accordance with DOT&E-approved test plans.

Assessment
* The NBCRYV is operationally effective for chemical

reconnaissance on primary and secondary roads due to its
ability to collect chemical agents from improved road surfaces
using the dual-wheeled sampling system. The NBCRV

is not operationally effective for area reconnaissance of
cross-country terrain due to the inability of the dual-wheeled
sampling system to maintain wheel contact with rough terrain.
The NBCRYV is not operationally effective for chemical
surveillance due to poor performance in detecting chemical
warfare agents.

The NBCRYV is not operationally effective for biological
surveillance when employed in two-vehicle squads or
three-vehicle platoons because of the limited coverage by
point sensors. The NBCRV provides limited biological
detection and identification capability when employed as a
larger array of biological sensors.
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» The NBCRYV is operationally suitable when equipped with slat
armor. During operational testing, the NBCRV demonstrated
improved base vehicle reliability and exceeded the Army’s
reliability requirement during developmental testing.

* Initial testing of the NBCRYV, equipped with SRAT II, indicates
the added weight of the armor kit negatively affects NBCRV
mobility in steep terrain, such as Afghanistan. During a
3,090-mile NBCRYV reliability test with the SRAT II, the
system experienced multiple driveline failures, including three
broken differentials and multiple broken axle half-shafts.
Driveline failures negatively affect mobility by limiting the
speed of travel and the vehicle’s ability to traverse steep
terrain.

» The NBCRYV provides protection against the threshold
requirement threats with limitations. Live fire testing indicates
potential performance deficiencies in the protection provided
by the SRAT II configuration. The details are classified.

* The NBCRYV provides limited biological and on-the-move
chemical standoff detection capability, and more rapid
reporting than the M93 series Fox Nuclear, Biological, and
Chemical Reconnaissance System that it will replace.

Recommendations
 Status of Previous Recommendations. The Army has not
conducted the additional testing recommended in FY 10 and
should complete the planned additional developmental testing
with the SRAT II kit to characterize the factors and conditions
that lead to broken axle half-shafts and the resulting mobility
impacts.
* FY11 Recommendation.
1. The Army should resource an adequate T&E program to
characterize potential performance deficiencies with SRAT
11, as well a plan to correct any performance deficiencies
identified in test.
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Acoustic Rapid Commercial Off-the-Shelf (COTS)
Insertion (A-RCI) for Sonar AN/BQQ-10 (V)

Executive Summary

The Navy completed IOT&E of a new high-frequency

array called the Low Cost Conformal Array (LCCA) in
FY10. DOT&E issued a classified Beyond Low-Rate

Initial Production (BLRIP) report for the array in FY'11 and
concluded that the system is effective and suitable.

The Navy completed FOT&E of the Acoustic Rapid
Commercial Off-the-Shelf (COTS) Insertion for Sonar
(A-RCI) Advanced Processor Build 2007 version (APB-07)
system in FY10. DOT&E issued a classified report combined
with an assessment of the APB-07 version of the AN/BYG-1
Combat Control System in FY11.

The Navy commenced FOT&E of A-RCI APB-09 in March
2011. Testing is scheduled to be completed in early FY12.

System

A-RCl is an open architecture sonar system intended

to maintain an advantage in acoustic detection of threat

submarines.

A-RCI uses legacy sensors and replaces central processors

with COTS computer technology and software. The program

includes the following:

- A sonar system for the Virginia class submarine

- Areplacement sonar system retrofitted into Los Angeles,
Ohio, and Seawolf class submarines

- Biannual software upgrades (called APBs) and hardware
upgrades (called Technology Insertions (TIs)). While
using the same process and nomenclature, these APBs and
TIs are distinct from those used in the AN/BYG-1 Combat
Control System program.

The Navy intends the A-RCI upgrades to provide expanded

capabilities for anti-submarine warfare (ASW), high-density

contact management, and mine warfare, particularly in littoral

waters and against diesel submarines.

A-RCI processes data from the submarine’s acoustic arrays

(i.e., spherical array, hull array, wide aperture array, and

high-frequency arrays) along with the submarine’s two towed

arrays (i.e., the fat line array consisting of the TB-16 or TB-34

and the thin line array consisting of the TB-23 or TB-29).

A-RCI processes and displays the data from the LCCA.
Combined with the legacy high-frequency sail array mounted
in the front of the sail, LCCA provides the submarine

crew with a near 360-degree high-frequency passive sonar
capability. The LCCA is used to increase tactical control and
situational awareness when operating in areas that are heavily
populated with surface vessels.

Mission
The Navy’s intent for submarine crews equipped with the A-RCI
sonar is to complete the following submarine force missions:

Search, detect, and track submarine and surface vessels in
open-ocean and littoral sea environments without being
counter-detected

Search, detect, and avoid mines and other submerged objects
Covertly conduct intelligence, surveillance, and
reconnaissance

Covertly execute Naval Special Warfare missions

Perform under-ice operations

Major Contractor
Lockheed Martin Maritime Systems and Sensors — Washington,
District of Columbia

Activity

The Navy completed FOT&E of A-RCI APB-07 in late 2010
in accordance with a DOT&E-approved test plan. Testing
was conducted on four submarines, included two hardware
variants, and was combined with the IOT&E periods of two
new sonar arrays: the TB-34 and the LCCA. Some of the
testing periods were also combined with the operational

testing of the APB-07 variant of the AN/BYG-1 Combat
Control System. Coordinating these tests provided testing
efficiencies and enabled an end-to-end evaluation of mission
performance. DOT&E issued a classified combined A-RCI
and AN/BYG-1 APB-07 test report in July 2011.
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e The Navy completed IOT&E of the LCCA in 2010. DOT&E
issued a classified BLRIP report in May 2011.

DOT&E approved the A-RCI APB-09 Test and Evaluation
Master Plan (TEMP) in September 2010. Operational testing
of the APB-09 variant commenced in March 2011 and will
continue into early FY12.

The Navy began drafting a TEMP for the APB-11 and APB-13
A-RCI variants, and expects to issue it by mid 2012. As part
of these efforts, DOT&E requested the Navy investigate new
methods of land-based testing and onboard simulated target
injection methods to augment at-sea operational tests.

Assessment

» The Navy’s schedule-driven process prevents operational test
results from directly supporting development of the follow-on
APBs. The Navy is scheduled to complete operational
testing of the A-RCI APB-09 system in early FY12. Due to
the combination of late completion of testing and the Navy’s
practice of issuing an updated version every two years, data
from APB-09 operational testing will not be included in the
development of APB-11.
The DOT&E classified BLRIP report for the LCCA concluded
the following:
- LCCA is operationally effective and operationally suitable.
- The Navy conducted adequate in-water testing to provide
an initial assessment of the operational utility of the LCCA
and associated A-RCI processing and displays. Additional
testing is recommended to examine LCCA’s ability to
contribute to ASW missions.
The DOT&E classified FOT&E report for the A-RCI
APB-07 and BYG-1 APB-07 systems concluded the following
regarding A-RCI testing adequacy and system performance:
- The Navy did not conduct adequate testing to assess
the A-RCI APB-07 system’s capability to support Mine
Detection and Avoidance and ASW operations.
= There were three significant problems with the Mine
Detection and Avoidance tests: the targets and minefield
condition were not operationally representative, the Navy
did not execute the test in accordance with the approved
test plan, and hardware limitations aboard the test ship
preclude a full examination of the functionality under
test.
= There were two significant problems with the ASW test
event: an accurate and meaningful measurement of
search time could not be determined due to the tactics
employed by the test ships, and the test was not executed
as planned with regard to the repositioning times between
events and the starting distances between the two
submarines at the beginning of each test run.
- Testing of the APB-07 system to examine situational
awareness in areas of high contact density and testing
of precision underwater mapping and navigation were
adequate.
- A-RCl is not effective in supporting operator situational
awareness and contact management in areas of high
contact density.

98 A-RCI

- The newly introduced Precision Underwater Mapping and
Ping-to-Ping Matching algorithms are effective. However,
additional testing is recommended to confirm effectiveness
in other underwater environments and aboard submarines
with different hardware variants.

- Testing was not adequate to make a determination
of the APB-07 system’s ASW effectiveness. Given
the data available and the limitations of the test,

DOT&E concluded that no evidence existed to change
the conclusions from its previous reports on A-RCI.
Specifically, A-RCI passive sonar capability is effective
against older classes of submarines in most environments,
but is not effective in some environments against modern
threats.

- The A-RCI APB-07 system demonstrated significantly
different reliability and availability performance between
the two hardware variants on which it was hosted. The
TI-06 APB-07 system was not operationally suitable, but
the TI-08 APB-07 system was operationally suitable.

The A-RCI bi-annual upgrades to software and hardware
results in the requirements documents and TEMPs being
developed and approved in parallel with APB development
and installation. As a result, the fleet assumes additional risk,
since most operational testing is not completed before the
system is initially deployed.

Recommendations
* Status of Previous Recommendations. The Navy has

made progress in addressing most of the recommendations

contained in the October 2009 BLRIP report. The remaining

recommendations are:

1. Evaluate the covertness of the high-frequency sonar during
a future submarine-on-submarine test.

2. Investigate the software reliability problems and institute
measures to improve system software and recording
devices’ reliability.

3. Evaluate the ability of A-RCI to detect and classify a
snorkeling diesel submarine operating in littoral waters
containing several diesel-powered vessels.

4. Consider investing in improvements to the Onboard Trainer
to improve trainer reliability and target realism.

5. Develop operationally relevant metrics to evaluate A-RCI
performance to allow for comparison testing between APBs
and an assessment of the system’s planned improvements,
as well as overall performance.

FY11 Recommendations.

1. The Navy should consolidate the A-RCI and AN/BYG-1
TEMPs into an Undersea Enterprise Capstone document.

2. DOT&E’s BLRIP report on the LCCA contained five
classified recommendations.

3. DOT&E’s FOT&E report on A-RCI APB-07 contained
17 recommendations. The most significant unclassified
recommendations are:

- Improve the detection and localization performance
for submarines operating in high density surface ship
environments. Consider investing in automation that



will assist the operator in processing the large amount of
constantly changing contact data and determining which
contacts pose an immediate collision or counter-detection
threat.

Improve operator training such that operators understand
and effectively employ new APB functionality when
fielded. Many of the newly introduced features in
APB-07 that were designed to improve mission
performance were not used consistently during the test.

- Investigate the software reliability problems observed

during testing and determine whether the TI-06 hardware
or the hosting of the A-RCI APB-07 on TI-06 is the
primary cause of the failures that occurred.

Implement a reliability growth program for A-RCI APB
development and conduct sufficient testing to ensure that
reliable systems are fielded to the submarine fleet.
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Aegis Modernization Program

Executive Summary
» Operational testing of Aegis Guided Missile Cruisers

(CGs 52-58) upgraded with Aegis Warfare System (AWS)
Advanced Capability Build 2008 (ACBO08) and Aegis Guided
Missile Destroyers (DDGs 103-112) upgraded with AWS
Baseline 7.1R is expected to complete in IQFY12.

The preliminary evaluation of data collected during
operational testing of AWS ACBOS8 suggests that Aegis
Cruisers equipped with the AWS ACBOS has not adversely
affected Undersea Warfare mission performance. DOT&E
expects to issue a formal test report in 2QFY'12.

System
» The Navy’s Aegis Modernization program provides updated

technology and systems for existing Aegis Guided Missile

Cruisers (CG 47) and Destroyers (DDG 51). This planned,

phased program provides similar technology and systems for

new Destroyers.

The AWS, carried on DDG 51 Guided Missile Destroyers

and CG 47 Guided Missile Cruisers, integrates the following

components:

- AWS AN/SPY-1 three-dimensional (range, altitude, and
azimuth) multi-function radar

- SQQ-89 Undersea Warfare suite that includes the AN/
SQS-53 sonar, SQR-19 passive towed sonar array
(DDGs 51-78, CGs 52-73), and the SH-60B or MH-60R
Helicopter (DDGs 79 and newer have a hangar to allow the
ship to carry and maintain its own helicopter)

- Close-In Weapon System

- Five-inch diameter gun

- Harpoon anti-ship cruise missiles (DDGs 51-78,

CGs 52-73)

- Vertical Launch System that can launch Tomahawk land-
attack missiles, Standard surface-to-air missiles, Evolved
SeaSparrow Missiles, and Vertical Launch Anti-Submarine
Rocket missiles

The AWS on Baseline 2 Aegis Guided Missile Cruisers

(CGs 52-58) was upgraded with commercial off-the-shelf

hardware running the AWS software ACBOS.

The AWS on new construction Aegis Guided Missile
Destroyers (DDGs 103-112) is Baseline 7.1R.

Mission

The Maritime Component Commander can employ AWS
equipped DDG 51 Guided Missile Destroyers and CG 47 Guided
Missile Cruisers to:

Conduct Anti-Air Warfare, Anti-Surface Warfare, and Anti
Submarine Warfare

Conduct Strike Warfare when armed with Tomahawk missiles
Conduct offensive and defensive warfare operations
simultaneously

Operate independently or with Carrier or Expeditionary Strike
Groups, as well as with other joint or coalition partners

Major Contractors

General Dynamics Marine Systems Bath Iron Works — Bath,
Maine

Northrop Grumman Shipbuilding — Pascagoula, Mississippi
Lockheed Martin Maritime Systems and

Sensors — Moorestown, New Jersey

Activity
* Commander, Operational Test and Evaluation Force (COTF)

conducted all portions of the planned operational test of
AWS ACBO08 in FY 10 with the exception of air defense and
suitability testing.

COTF conducted the testing in accordance with the
DOT&E-approved test plan.

Air defense and suitability testing, originally scheduled for
September 2010, are now scheduled for 1QFY12. COTF

postponed and rescheduled this testing on five separate
occasions due to the unavailability of the test ship to support
scheduled testing.

The Navy deployed at least one AWS ACBO08-equipped
Cruiser in FY'11 in advance of operational air defense and
suitability testing.
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» The Navy repaired critical software faults discovered * Aegis Guided Missile Cruisers upgraded with AWS ACBO08

during earlier developmental testing of AWS Baseline 7.1R. and Aegis Guided Missile Destroyers upgraded with AWS
Operational testing is scheduled to be conducted concurrently Baseline 7.1R have limited ability to counter high-speed
with ACBOS testing in 1QFY'12. The Navy deployed at least surface threats in littoral waters.
one AWS Baseline 7.1R-equipped Destroyer in FY11 in
advance of operational testing. Recommendations
» The Navy continues to update the Test and Evaluation Master  Status of Previous Recommendations. The Navy satisfactorily
Plan to incorporate follow-on AWS baseline ACB 2012 addressed two of the previous four recommendations.
(ACB12). ACBI12 is intended as a family of baselines that will However, the Navy should continue to improve the AWS
include DDG (51-90) with Ballistic Missile Defense (BMD) ability to counter high-speed surface threats in littoral waters
capability, CG (59-69) without BMD, and CG (67, 70, 72, and and Standard Missile reliability, and synchronize the conduct
73) with BMD. and reporting of OT&E with intended ship-deployment
schedules to ensure that future AWS baselines complete OT&E
Assessment prior to deployment.
» The analysis of test data collected during the Undersea * FY11 Recommendation.
Warfare, maintainability, and information assurance portions 1. The Navy should devote increased effort to accomplish all
of AWS ACBOS operational testing is ongoing; however, the planned key operational tests of AWS ACBO0S8 deferred in
preliminary assessment is that Aegis Cruisers equipped with FY11 in accordance with the DOT&E approved Test and
AWS ACBOS has not adversely affected Undersea Warfare Evaluation Master Plan and test plan.
mission performance. DOT&E expects to issue a formal test
report in 2QFY12.
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AGM-88E Advanced Anti-Radiation Guided Missile
(AARGM) Program

Executive Summary

The Advanced Anti-Radiation Guided Missile (AARGM)
program spent most of FY'11 correcting hardware and software
deficiencies discovered in developmental testing and during
its first IOT&E attempt in 4QFY 10 that ended with program
decertification.

Corrections of deficiencies discovered in FY 10 were
verified during developmental testing conducted between
November 2010 and January 2011.

An integrated developmental/operational test (IT) period was
conducted between February and July 2011.

The Operational Test Authority conducted an operational
test readiness review in July 2011 and re-initiated dedicated
IOT&E in August 2011.

During FY11 IT and IOT&E, the Navy fired a total of four
missiles at actual and simulated threat targets and emitters.
As required by DOT&E, low-rate initial production (LRIP)
missiles were used for all live-fire tests.

As of September 2011, the Navy completed approximately
40 percent of planned operational test sorties, accumulating
over 150 hours of missile operating time.

IOT&E is scheduled to finish in the 2QFY12. Analysis

of operational test events is ongoing with a corresponding
beyond-LRIP report anticipated in 3QFY12.

System

The AGM-88E AARGM is the follow-on to the

AGM-88B/C/D High Speed Anti-Radiation Missile (HARM)

using a modified HARM body and fins. AARGM is employed

on F/A-18C/D/E/F/G platforms.

The AARGM incorporates Millimeter Wave (MMW), GPS,

and digital Anti-Radiation Homing (ARH) guidance, a

Weapon Impact Assessment transmitter, and an Integrated

Broadcast Service Receiver (IBS-R).

- MMW technology allows enhanced target discrimination
during terminal weapon guidance

- ARH improvements over HARM include an increased
field-of-view and larger frequency range

- The GPS allows position accuracy in location, time, and
weapon impact assessment transmissions

- The IBS-R enables reception of national broadcast data

Mission

 Aircraft equipped with AARGM conduct pre-planned,
on-call, and time-sensitive reactive anti-radiation targeting
for the suppression, degradation, and destruction of radio
frequency-enabled surface-to-air missile systems.

* AARGM provides commanders with real-time weapons
impact assessment via a national broadcast data system.

Major Contractor
Alliant Techsystems, Defense Electronics Systems
Division — Woodland Hills, California

Activity

In 2QFY 10, the Navy issued a change to the AARGM
Capability Production Document (CPD) due to limitations
discovered during the developmental test. This CPD change
delayed the start of IOT&E to allow correction of system
deficiencies, deferred a Key Performance Parameter target
requirement to FOT&E, and clarified the acceptable target
environment and reactive targeting constraints for [OT&E.
These CPD changes enabled AARGM to first enter [OT&E
in FY10.

* AARGM commenced IOT&E in June 2010, but during
initial captive-carry flight tests, it suffered six operational
mission failures. In September 2010, the Navy
subsequently de-certified AARGM from IOT&E, and
DOT&E rescinded approval for the program’s operational
test plan. As a condition for returning to [OT&E, DOT&E
insisted the AARGM program conduct all future tests with
LRIP missiles.
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The AARGM program spent most of FY'11 correcting

the hardware and software deficiencies discovered in
developmental testing and during its first [OT&E attempt

in FY10. The Navy successfully verified corrections

of deficiencies during another developmental test phase
conducted between November 2010 and January 2011.

The Commander, Operational Test and Evaluation Force
(COTF), in conjunction with the AARGM program office
(PMA-242), conducted an IT phase from February to

July 2011. Nine additional deficiencies were reported from
these events, two of which were considered operational
mission failures.

During July 2011, DOT&E approved an updated COTF
operational test plan, and the Operational Test Agency
conducted an Operational Test Readiness Review. As a result,
dedicated IOT&E was re-initiated in August 2011.

During FY11 IT and IOT&E, the Navy fired a total of four
missiles at actual and simulated threat targets and emitters. As
required by DOT&E, LRIP missiles were used for all live-fire
tests.

As of September 2011, the Navy completed approximately

40 percent of planned operational test sorties, accumulating
over 150 hours of missile operating time. These totals include
sorties and hours accrued during integrated testing that
DOT&E considers operationally representative.

IOT&E is scheduled to finish in 2QFY12.
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Assessment
* Although occurring prior to FY11, DOT&E assessed that four

of the six operational mission failures encountered during the
first IOT&E period were discoveries developmental testing
should have identified.

IT and dedicated IOT&E is appropriately scoped and
resourced with 10 live-fire LRIP missiles, along with
captive-carry, reliability, and compatibility testing in
operational environments against threat-representative targets.
COTF adequately validated and accredited targets for AARGM
before the restart of [OT&E.

Analysis of IT and IOT&E events is ongoing with a
corresponding beyond-LRIP report anticipated in 3QFY'12.

Recommendations
» Status of Previous Recommendations. The Navy satisfied both

FY10 recommendations. The MMW and ARH sensors were
characterized in developmental testing, and LRIP missiles are
being used for all operational tests.

* FY11 Recommendations. The Navy should:

1. Conduct sufficient FOT&E to verify the correction of the
nine deficiencies discovered during IT and any emergent
anomalies during IOT&E.

2. Conduct sufficient FOT&E to adequately assess those
requirements deferred by the change to the AARGM CPD.



AIM-9X Air-to-Air Missile Upgrade

Executive Summary

* The Navy requested to re-baseline the AIM-9X program as a
result of Service funding, cost, and schedule overruns. The
USD(AT&L) classified AIM-9X Block II (or AIM-9X-2
hardware with version 9.3 software) as a new program
entering a pre-Milestone C decision.

* Operational testing during FY11 assessed the AIM-9X-2
missile with Operational Flight Software (OFS) 9.2 and
9.3. The Services have not yet produced their final report.
Preliminary results show four of five hits during live flight
testing and nominal performance during captive-carry events.

* DOT&E signed and approved the AIM-9X Block II Test and
Evaluation Master Plan (TEMP) in support of the June 2011
Milestone C decision. The Operational Test Readiness
Review (OTRR) is scheduled for April 2012 for IOT&E of the
Block II.

System

* AIM-9X is the latest generation short-range, heat-seeking,
air-to-air missile. The currently fielded version of the missile
is AIM-9X Block I, OFS 8.212, which includes limited
lock-on-after-launch, full envelope off-boresight capability
without a helmet-mounted cueing system, and improved flare
rejection performance.

* AIM-9X is highly maneuverable, day/night capable, and
includes the warhead, fuze, and rocket motor from the
previous AIM-9M missile.

* AIM-9X added a new imaging infrared seeker,
vector-controlled thrust, digital processor, and autopilot.

* F-15C/D, F-16C/D, and F/A-18C-F aircraft can carry the
AIM-9X, and the missile includes a container for storage and
maintenance.

* The AIM-9X Block II is the combination of AIM-9X-2
hardware and OFS 9.3 software.

* AIM-9X-2 is the latest hardware version and is designed to
prevent parts obsolescence and provide processing capability
for the upcoming OFS 9.3 software upgrade. The AIM-9X-2
missile includes a new processor, a new ignition battery for
the rocket motor, an electronic ignition safety/arm device,

and the DSU-41/B Active Optical Target Detector (AOTD)
fuze/datalink assembly.

* AIM-9X-2 with OFS 9.2 provides similar capabilities as the
currently fielded AIM-9X Block I, OFS 8.212.

* OFS 9.3 is a software upgrade that will add trajectory
management to improve range, datalink with the launching
aircraft, improved lock-on-after-launch, target re-acquisition,
and improved fuzing.

Mission

Air combat units use the AIM-9X to:

» Conduct short-range offensive and defensive air-to-air combat.

» Engage multiple enemy aircraft types with passive infrared
guidance in the missile seeker.

» Seek and attack enemy aircraft at large angles away from
heading of the launch aircraft.

Major Contractor
Raytheon Missile Systems — Tucson, Arizona

Activity

* The Navy completed AIM-9X-2 with OFS 9.2 operational
testing in January 2011. The Navy’s Commander, Operational
Test and Evaluation Force and Air Force Operational Test
and Evaluation Center flew captive-carry missions using the
F-18 aircraft at the Naval Air Weapons Center, China Lake,
California, and using the F-15/F-16 aircraft at Eglin AFB,
Florida. The testing supported a decision to field captive air
training missiles.

e The USD(AT&L) made the decision to re-baseline the
program and classify it as a new program entering a
pre-Milestone C decision. The new program is designated
AIM-9X Block II, which combines AIM-9X-2 hardware with
OFS 9.3. This decision was primarily driven by a cost per
unit increase due to the new DSU-41/B AOTD fuze/datalink
assembly, reductions in Service funding, software costs, and
schedule delays.
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e The AIM-9X-2, OFS 9.3 development and test schedule

overlapped with the AIM-9X-2, OFS 9.2 tests. The Navy and
Air Force cancelled the OFS 9.2 missile fielding in favor of
OFS 9.3.

The Joint Requirements Oversight Council signed the Block
II Capability Production Document in May 2011. DOT&E
signed and approved the AIM-9X Block II Milestone C TEMP
in June 2011. The TEMP outlined 4 integrated test events, 17
live fire events, and 61 captive-carry missions.

After TEMP approval, the Navy completed two of seven
AIM-9X-2, OFS 9.3 shots (developmental test and
developmental/operational test) required before the April 2012
OTRR.

» After the operational assessment, mean time between critical

failure was 470 hours. The Navy plans to complete 6,500
hours of captive-carry reliability testing by the end of IOT&E;
the Capability Production Document requires 500 hours mean
time between critical failure.

Recent captive-carry testing has revealed declining missile
reliability due to communication problems in 9.303 software
and host aircraft compatibility deficiencies. The program
office plans to fix these deficiencies, along with software
changes in OFS 9.308. Raytheon plans another software build
prior to the OTRR.

The program office plans to execute an AIM-9X-2, OFS 9.3
OTRR in April 2012. The schedule of live fire events required
before the OTRR is aggressive; the Navy and Air Force must

Assessment

* The operational assessment of AIM-9X-2 with OFS 9.3, which
the Navy completed in March through April 2011, consisted
of five live missile shots (including four developmental test
missile shots) and nine captive-carry sorties performed by
F-15 and F/A-18 aircraft. At the time of this annual report, the
Services had not yet completed their final report. The Services

execute five more live flight tests prior to the OTRR. Testing
delays could result in a delayed OTRR.

Recommendations

 Status of Previous Recommendations. The Navy satisfactorily
addressed previous annual report recommendations.

* FY11 Recommendations. The Navy should:

completed an Initial Impressions Report in support of the late
June Milestone C decision.

Initial AIM-9X-2 OA results indicate hits on four of five

live fires and nominal performance on all captive-carry
missions. Captive-carry data indicate the system is meeting its
requirements, but statistical significance is low.
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1. Ensure progression to IOT&E is event-driven, not
schedule-driven or tied to a specific date, such as April
2012.

2. Require adequate testing and developmental test completion
before progressing to operational testing.



NAVY PROGRAMS

AN/AAR-47 Hostile Fire Indication (HFI)
Software Upgrade

Executive Summary

* DOT&E assessed the AN/AAR-47 Hostile Fire Indication
(HFT) software upgrade as operationally effective with
limitations and operationally suitable, and assessed that it
provides improved situational awareness for aircrew. Specific
details are documented in the classified DOT&E
AN/AAR-47 operational assessment report to the Navy.

* The AN/AAR-47 HFI warning capability can become
degraded in certain environments. This limitation applies to
all platforms on which the AAR-47 is integrated.

* The HFI software upgrade did not degrade the system’s
missile warning performance.

* The Navy should continue to develop HFI algorithms to
improve threat detection and identification.

* The Navy accomplished testing according to the
DOT&E-approved Test and Evaluation Master Plan (TEMP)
and test plans.

System

* The AN/AAR-47 is a defensive system that warns pilots
of missile threats and commands dispensing of flares as an
infrared countermeasure. It is composed of a control indicator,
a computer processor, and four Integrated Optical Sensor
Converters (IOSC).

* Since full-rate production in 1987, the sensor has evolved.

The current sensor upgrade, designated B(V)2, improved
missile warning performance in all operational environments
by adding hardware to the sensor to improve detection in the
ultraviolet cluttered background environments.

* There are currently 2,900 systems that have been delivered
worldwide. The platforms on which the system has been
deployed are as follows: KC-130T, KC-130J, CH-35D,
CH-53E, AH-1W, AH-1Z, UH-1N, P-3C, MV-22B, MH-60R,
MH-60S, UC-12W, CH-46E, SH-60B, and HH-60H.

* The HFI capability is a software upgrade only with no changes
to hardware.

Mission
Combatant commanders utilize the AN/AAR-47 to enhance
survivability of several types of fixed- and rotary-wing aircraft

against shoulder-fired, vehicle-launched, and other portable
infrared-guided missile threats. The HFI capability enhances
survivability by providing aircrew situational awareness of small
arms fire and rockets near the aircraft so the aircrew can take
appropriate action.

Major Contractor
Alliant Techsystems Inc. Defense Electronics
Systems — Clearwater, Florida

Activity

* The Commander, Operational Test and Evaluation Force was
the responsible operational test agency for the AN/AAR-47
operational assessment, which included the following test
activities:

- Simulation runs at the Naval Research Laboratory,
Washington, DC, and at the Electronic Warfare Software
Support Activity hardware-in-the-loop facility at Point
Magu, California, from June through December 2010.
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- Live fire testing at the Weapons Survivability Laboratory,
China Lake, California, in June and November 2010.

- Human Factor evaluations at the Manned Flight Simulator,
Patuxent River, Maryland, in November 2010.

- Open-air flight testing at the Marine Corps Air Station,
New River, North Carolina, in July and October 2010 and
from January through February 2011.

- Open-air flight testing at the Naval Air Warfare Center,
China Lake, California, from December 2010 through
February 2011.

The Navy conducted these test activities in accordance with

the DOT&E-approved TEMP and test plans.

The Navy is upgrading the current HFI software

(version 30.41) to improve HFI information displayed in the

cockpit and to simplify system menus accessed by aircrew and

maintenance.

Assessment
* DOT&E assessed the AN/AAR-47 HFI software upgrade

as operationally effective with limitations and suitable, and
determined that it provides improved situational awareness
for aircrew. Specific details are documented in the October
18, 2011, classified DOT&E AN/AAR-47 operational
assessment report to the Navy.
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- The AN/AAR-47 HFI warning capability can become
degraded in certain environments. This limitation applies
to all platforms on which the AN/AAR-47 is integrated.

- The HFI software upgrade did not degrade the system’s
missile warning performance.

- The false alarm rate for hostile fire is currently below the
classified requirement and is therefore satisfactory.

- The missile warning prioritization functionality was
satisfactory (because incoming missiles are more lethal
than small arms hostile fire, the system is designed to
give higher priority to missile warning than to hostile fire
warning).

- The operational flight program 230.1 for the AN/APR-39
display configuration functions properly and provides
improved situational awareness.

Recommendations

.

Status of Previous Recommendations. The Navy has resolved

all previous annual report recommendations.

FY11 Recommendations. The Navy should:

1. Develop tactics, techniques, and procedures to mitigate
AN/AAR-47 HFI limitations.

2. Continue to develop algorithms to address system
limitations and improve overall performance.



AN/BYG-1 Combat Control System

Executive Summary

* The Navy completed FOT&E on the AN/BYG-1 Advanced
Processor Build 2007 (APB-07) Combat Control System in
early FY11. Performance was similar to previous AN/BYG-1
APBs.

* Although the Navy planned to complete AN/BYG-1 APB-09
testing before the first APB-09 submarine deployed, this did
not occur due to the lack of test asset availability.

* At-sea FOT&E of APB-09 began in March 2011 and is
scheduled to be completed in early FY12.

* The Navy is completing development of the APB-11 version
and operational testing is planned to begin in early FY13.

* The Navy is also developing AN/BYG-1 for use on the Royal

S Australian Navy Collins class diesel electric submarines.
ystem

* AN/BYG-1 is an open-architecture submarine combat control

system for analyzing and tracking submarine and surface Mission

Submarine crews equipped with the AN/BYG-1 combat control

ship contacts, providing situational awareness, as well as the
capability to target and employ torpedoes and missiles.
AN/BYG-1 replaces central processors with commercial
off-the-shelf (COTS) computer technology. The Navy installs
improvements to the system via an incremental development
program. The program includes the following:
- A combat control system for the Virginia class submarine
- Areplacement combat control system back fit into Los
Angeles, Ohio, and Seawolf class submarines
- Biannual software upgrades (called APBs) and hardware
upgrades (called Technology Insertions (TIs)). While
using the same process and nomenclature, these APBs
and TIs are distinct from those used in the Acoustic Rapid
COTS Insertion (A-RCI) program.
The Navy intends improvements to provide expanded
capabilities for Anti-Submarine and Anti-Surface Warfare,
high-density contact management, and the targeting and
control of submarine weapons.

system are able to complete the following submarine force
missions:

Analyze submarine sensor contact information to track
submarine and surface vessels in open-ocean and littoral sea
environments.

Employ heavyweight torpedoes against submarine and surface
ship targets.

Receive strike warfare tasking, plan strike missions, and
employ Tomahawk land attack cruise missiles.

Receive and synthesize all organic sensor data and external
tactical intelligence to produce an integrated tactical picture.

Major Contractors

General Dynamics Advanced Information Systems — Fairfax,
Virginia

General Dynamics Advanced Information Systems — Pittsfield,
Massachusetts

Activity
* The Navy completed FOT&E of AN/BYG-1 APB-07 in

late 2010 in accordance with a DOT&E-approved test plan.
Testing was conducted on four different submarines, including
two hardware variants, and was combined with the IOT&E
periods of two new sonar arrays: the TB-34 and the Low Cost
Conformal Array. The testing periods were also combined
with the operational testing of the APB-07 variant of the
A-RCI sonar system. This provided testing efficiencies and
enabled an end-to-end evaluation of mission performance.
DOT&E issued a classified combined A-RCI and AN/BYG-1
APB-07 test report in July 2011.

The Navy began installing the AN/BYG-1 APB-09 system

on Virginia class submarines in 2010, and continued to install

the system on Los Angeles class submarines through 2011.
Although the Navy planned to complete AN/BYG-1 APB-09
operational testing before the first submarine with the system
deployed, this did not occur due to the rapid fielding cycle and
the lack of available test assets when the system was ready for
operational testing to occur.

The Navy conducted an Information Assurance Vulnerability
Evaluation of APB-09 in December 2010 and conducted a
network penetration test of the system in January 2011.
APB-09 FOT&E began in March 2011 on a Virginia class
submarine and continued into early FY12. The test events
were coordinated with the testing of the A-RCI APB-09 sonar
upgrades and the Virginia class submarine.
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e The Navy began drafting an updated Test and Evaluation

Master Plan for the APB-11 and APB-13 AN/BYG-1 variants
and expects to issue it by mid-FY12.

Assessment
* The Navy’s schedule-driven process prevents operational test

results from directly supporting development of the follow-on

APBs. The Navy completed operational testing of the

AN/BYG-1 APB-09 system in 2011. Due to the combination

of late completion of testing and the Navy’s practice of

issuing an updated version every two years, data from APB-09
operational testing has not been included in the development
of APB-11, which is nearing completion.

The DOT&E classified report to Congress for the A-RCI

APB-07 and AN/BYG-1 APB-07 systems concluded the

following regarding AN/BYG-1 testing adequacy and system

performance:

- The Navy conducted adequate testing to assess the
AN/BYG-1 APB-07 system’s capability to support
situational awareness in areas of high contact density,
to localize enemy submarines, and to provide effective
information assurance. Testing did not examine
AN/BYG-1’s ability to employ weapons or its performance
in the Anti-Surface Warfare and Strike mission areas.

- APB-07 is not effective in supporting operator situational
awareness and contact management in areas of high
contact density.
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- Although AN/BYG-1’s offensive targeting solutions were
usually sufficient to provide the torpedo an opportunity to
detect the target, APB-07 is not effective in short-range
Anti-Submarine Warfare scenarios.

- APB-07 does not provide effective information assurance,
because it does not provide an effective mechanism to
detect unauthorized network penetrations. Although
APB-07 does provide a limited, manual detection
capability, the crew does not receive sufficient training to
make this capability effective.

- APB-07 is operationally suitable and continues to exhibit
excellent reliability and availability.

Recommendations
 Status of Previous Recommendations. The Navy has

implemented three of the four FY 10 recommendations. The
remaining recommendation is to consolidate the Virginia,
A-RCI, and AN/BYG-1 Test and Evaluation Master Plans into
an Undersea Enterprise Capstone document.

* FY11 Recommendations. The Navy should:

1. Consider investing in automation that will assist the
operator in areas of high contact density.

2. Consider improving operator training such that operators
understand and effectively employ new APB functionality
when fielded. Many of the newly introduced features
in APB-07 that were designed to improve mission
performance were not used consistently during the test.



Common Aviation Command and Control System
(CAC2S)

Executive Summary

The Marine Corps restructured the Common Aviation
Command and Control System (CAC2S) program in 2008 and
divided Increment I into a two-phased approach. This report
is on CAC2S Increment I, Phase 1 only.

The Marine Corps Operational Test and Evaluation Activity
(MCOTEA) conducted a CAC2S Phase 1 operational
assessment in August 2010 to support the program’s Phase 1
Milestone C acquisition decision in November 2010. The
program finished developmental testing in December 2010 and
MCOTEA conducted IOT&E in April 2011.

DOT&E assessed the CAC2S Phase 1 IOT&E was not
adequate due to limitations that arose during test execution.
Many important measures of operational capability could

not be adequately assessed because of test venue limitations
and insufficient data collection. This prevented DOT&E

from conducting a full assessment of the CAC2S operational
effectiveness and suitability in accordance with the CAC2S
Phase 1 requirements and DOT&E-approved test plan.

The CAC2S Phase 1 demonstrated an operational capability to
support the Direct Air Support Center (DASC) mission, with
limitations, in an environment of low to medium operational
tempo and during periods of six to eight hours. Test data
were not sufficient to determine operational capability for
supporting the Tactical Air Operations Center (TAOC) mission
or overall operational effectiveness.

CAC2S Phase 1 demonstrated a capability to be sustained
during short, non-continuous operations. Test data were

not sufficient to fully assess reliability, availability, or
maintainability measures or determine overall operational
suitability.

While the IOT&E had significant test adequacy limitations,

it did reveal several effectiveness and suitability deficiencies.
Additional operational testing is required to assess the overall
operational effectiveness and suitability of the CAC2S,
Increment I, Phase 1.

System

CAC2S will provide Marine Corps operators with the ability
to share mission-critical voice, video, sensor, and command
and control (C2) data and information in order to integrate
aviation and ground combat planning and operations in
support of the Marine Air-Ground Task Force (MAGTF).
CAC2S will consist of tactical shelters, software, and common
hardware. The hardware components are expeditionary,
common, modular, and scalable, and may be freestanding,
mounted in transit cases, or rack-mounted in shelters and/or
general purpose tents that are transported by organic tactical
mobility assets.

Communication
Subsystem (CS)

Processing and
Display Subsystem
(PDS) Operations
Facility

Processing and Display
Subsystem (PDS)
Operations Support Trailer

CAC2S Increment |, Phase |

e CAC2S Increment I is comprised of three functional

subsystems, to be delivered in two phases.
- Phase 1
= Processing and Display Subsystem (PDS) — Provides the
operational command post and functionality to support
mission planning, decision-making, and execution tools
for all aspects of Marine Aviation. The PDS includes an
operations support trailer and operations facility.
= Communication Subsystem (CS) — Provides the
capability to interface with internal and external
communication assets and the means to control their
operation.
- Phase2
= Sensor Data Subsystem (SDS) — Provides an open
architecture interface capable of integrating emerging
active and passive sensor technology for organic and
non-organic sensors of the Marine Air Command Control
System (MACCS).

e CAC2S Increment I, Phase 1 will include the PDS and CS to

establish the baseline DASC aviation command and control
system for the Marine Air Support Squadron and augment the
current TAOC mission capability for the Marine Air Control
Squadron. Phase 2 will be enhanced by the SDS and should
meet remaining MACCS aviation battle management C2
requirements.

Mission
e The MAGTF commander will employ CAC2S to integrate

Marine Corps aviation into joint and combined air/ground
operations in support of Operational Maneuver-from-the-

Sea, Sustained Operations Ashore, and other expeditionary
operations. The CAC2S will support the MAGTF C2 concept
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and will provide an expeditionary and common joint air
command and control capability.

The MAGTF commander will use CAC2S Phase 1 to
execute command and control of assigned assets afloat and
ashore in joint, allied, or coalition operational environments
and to provide a display of a common, non-real-time, and
near-real-time integrated tactical picture. The picture will
facilitate the control of friendly assets and the engagement
of threat aircraft and missiles and have access to theater and
national intelligence sources from a single, multi-function
C2 node.

Major Contractors
* Phase |

- Government Integrator: Naval Surface Warfare
Center — Crane, Indiana

- Component Contractor: Raytheon-Solipsys — Fulton,
Maryland

- Component Contractor: General Dynamics — Scottsdale,
Arizona

¢ Phase 2

- Contract Award planned for 3QFY12

Activity
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The Marine Corps restructured the CAC2S program in 2008
and divided Increment I into two phases.

MCOTEA conducted a dedicated CAC2S Phase 1 operational
assessment in August 2010 that only assessed the DASC
element operating the CAC2S; it did not assess the system
employment in a TAOC configuration.

The operational assessment results supported the Milestone C
decision in November 2010 for acquisition and production of
five Limited Deployment Units to support the IOT&E.

The Marine Corps completed developmental testing of CAC2S
Phase 1 in December 2010.

DOT&E approved the CAC2S Phase 1 Test and Evaluation
Master Plan and the MCOTEA IOT&E test plan in

March 2011.

In April 2011, MCOTEA conducted the IOT&E. The IOT&E
was executed during the Weapons and Tactics Instructors’
course live-flight exercise at Yuma, Arizona, to assess the
capability of CAC2S in supporting the DASC and TAOC
missions.

MCOTEA reported the CAC2S as operationally effective,
suitable, and survivable for the DASC mission. In addition,
they reported that test execution was not sufficient to
determine CAC2S’s ability to effectively support the TAOC
mission.

DOT&E reported the IOT&E was not adequate to determine
operational effectiveness or suitability for CAC2S Phase 1 and
recommended additional operational testing to fully assess
the system. DOT&E assessed that CAC2S was capable of
supporting the DASC mission.

In September 2011, the Assistant Secretary of the Navy
(ASN), Research, Development, and Acquisition (RDA), as
the Milestone Decision Authority, led the Full Deployment
Decision Review and approved initial fielding of the CAC2S
Phase 1 to the Marine Corps Communications Electronics
School in 1QFY12. The program was directed to update
ASN(RDA) prior to fielding the first operational unit in
2QFY12.

The Marine Corps is required to execute additional operating
hours on the system and collect reliability data to improve
the mean time between critical failure threshold confidence
level from 40 percent reported by MCOTEA, to 80 percent.

CAC2S

The CAC2S program manager must report the results of this
effort to the Milestone Decision Authority prior to fielding the
CAC2S to the first operational unit.

The Marine Corps is also required to provide a schedule and
plan for conducting further system testing, to evaluate the
required system capabilities that were not assessed during
IOT&E, and to verify corrections to system deficiencies
highlighted during IOT&E, and recommended by DOT&E.

Assessment
» Based on the August 2011 operational assessment results,

DOT&E recommended the Marine Corps complete the

following:

- Perform a risk assessment to determine if the system would
meet the reliability requirement during IOT&E.

- Conduct additional testing prior to IOT&E to gain further
reliability data and to assess the system capability to
support the TAOC mission.

- Conduct additional testing prior to IOT&E to correct
deficiencies and verify system capabilities to include
the Advanced Field Artillery Tactical Data System
interface, the Joint Range Extension Application Protocol
A/B/C interface, and the system’s capacity to process
2,000 near-real time tracks.

The developmental testing conducted just prior to IOT&E did

not have sufficient hours to characterize the risk in meeting

the reliability requirement during IOT&E. MCOTEA and

DOT&E assessed the risk to meeting reliability during [OT&E

as high. The Marine Corps did not test the operational

capability of the CAC2S Phase 1 with the TAOC until [OT&E
and no critical system deficiencies were reported following
developmental testing that prevented the program from
approving the system ready for [OT&E.

DOT&E assessed the IOT&E was not adequate due to

limitations that arose during test execution. Many important

measures of operational capability could not be adequately
assessed because of test venue limitations and insufficient
data collection. This prevented DOT&E from conducting

a full assessment of the CAC2S operational effectiveness

and suitability in accordance with the CAC2S Phase |

requirements and the DOT&E-approved test plan. Several



of the same discrepancies noted during the August 2010

operational assessment were also identified during

the IOT&E.

The CAC2S Phase 1 demonstrated an operational capability

to support the DASC mission, with limitations, in an

environment of low to medium operational tempo and

during relatively short periods of six to eight hours. DASC

operators maintain radio communications with aircraft, joint

service agencies, and higher headquarters, and use a graphic
representation of the battlespace provided by CAC2S, called

a Common Tactical Picture (CTP), in order to control aircraft

and support the MAGTF. Testing was not adequate to

determine whether CAC2S can provide users with an accurate
and timely CTP. Test data were not sufficient to determine

CAC2S operational capability to support the TAOC mission.

CAC2S Phase 1 demonstrated a capability to be sustained

during short, non-continuous operations. Test data were

not sufficient to fully assess reliability, availability,

maintainability measures, or to determine overall operational

suitability.

While the IOT&E had significant test adequacy limitations,

it did reveal several effectiveness and suitability deficiencies.

Major deficiencies included the system’s inability to process

and correctly display mission-critical information in the

required military standard format (MIL STD 2525) and

to automatically display gun target lines, which are lines

connecting the point of origin of a fire mission to the target.

In addition, the system documentation, to include training

and technical publications, were not representative of the

production system. To mitigate the system deficiencies,

DASC operators employed manual workarounds to meet

mission requirements.

The following additional system deficiencies found during

IOT&E should have been found in developmental testing:

- Ability to receive data via Joint Range Extension
Application Protocol A and B and provide an accurate and
timely air picture from these sources

- Ability to interface with Theater Battle Management Core
System and access web-based applications via the system
hyperlink functionality

- Ability of net time server to synchronize time with
the GPS through the CAC2S Defense Advanced GPS
Receiver

Additional operational testing is required to adequately assess

the overall operational effectiveness and suitability of the

CAC?2S, Increment 1, Phase 1.

Recommendations
» Status of Previous Recommendations. The Marine Corps

addressed one of the three previous FY 10 recommendations

when they completed the CAC2S Phase 1 Test and Evaluation

Master Plan in March 2011. The following recommendations

were not addressed.

- The Marine Corps should conduct an additional event prior
to IOT&E to test the operational functionality, integration,
and employment of the CAC2S with both the DASC and
TAOC.

- The Marine Corps should plan and resource an alternate
IOT&E test venue and the live exercise test venue should
provide the requisite environment to fully execute IOT&E.

FY11 Recommendations. The Marine Corps should conduct

additional operational testing in accordance with the

recommendations described below in order to demonstrate
those capabilities not evaluated in an operational environment
during IOT&E, to verify corrections of discovered
deficiencies, and to fully assess CAC2S Phase 1 operational
effectiveness and suitability.

Capabilities Requiring Operational Test

»  Support the TAOC mission.

» Provide an accurate and timely fused CTP display
of friendly, enemy, and neutral information on any
workstation.

» Integrate and display automated Advanced Field Artillery
Tactical Data System and Global Command and Control
System data.

* Process near-real-time data for 2,000 (threshold) or
4,000 (objective) air, land, surface, and space tracks under
realistic operational conditions and verify there is no
degradation in system performance or impact to operator
workload.

» Support continuous operations during DASC displacement
to a new operating location.

* Receive data via Joint Range Extension Application
Protocol A and B and provide an accurate and timely air
picture from these sources.

» Reliability, maintainability, and availability under realistic
operating conditions, in particular, long-term continuous
operations. The test should include adequate system
operating hours to resolve the reliability requirement of
90 percent with mean time between operational mission
failure of 228 hours for 24-hour operations.
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CVN 78 Gerald R. Ford Class Nuclear Aircraft Carrier

Executive Summary

The Electro-Magnetic Aircraft Launch System (EMALS)
conducted successful Phase I Aircraft Compatibility Testing on
F/A-18, T-45, E-2D, and C-2A aircraft.

Advanced Arresting Gear (AAG) is a Naval Air Systems
Command Acquisition Category II Program of Record that
will be installed on CVN 78. It is currently undergoing system
redesign for the Cable Shock Absorber (CSA) assembly.
Testing is scheduled to resume in December 2011.

The Navy has implemented a plan to re-start testing at the
Wallops Island Dual Band Radar (DBR) test site in FY'12 to
complete DBR element-level testing to support installation in
CVN 78.

The Navy continues to work on integration deficiencies related
to the F-35 Joint Strike Fighter (JSF) and its fleet of aircraft
carriers, including CVN 78.

The Navy has not funded the LFT&E program adequately. To
address the funding shortfall, the Navy is proposing to defer
key events to the second ship of the class. This would result in
an inadequate test. DOT&E is working with Navy leadership
to resolve these concerns.

System

The CVN 78 Gerald R. Ford Class Nuclear Aircraft Carrier
program is designing and building the new class of nuclear
powered aircraft carriers. The CVN 78 Gerald R. Ford
Class program name replaces the previous CVN 21 program
designation. It has the same hull form as the CVN 68

Nimitz Class, but many ship systems inside the hull are new,
including the nuclear plant and the flight deck.

The newly designed nuclear power plant is intended to reduce
reactor department manning by 50 percent and produce
significantly more electricity when compared to a current
CVN 68 Class ship.

The CVN 78 will incorporate electromagnetic catapults
(instead of steam-powered), and have a smaller island with

a DBR (a phased array radar which replaces/combines five
legacy radars used on current aircraft carriers).

The Navy’s intention is that the Integrated Warfare System
will be adaptable to technology upgrades and varied missions
throughout the ship’s projected operating life including
increased self-defense capabilities when compared to current
aircraft carriers.

The Navy redesigned weapons stowage, handling spaces, and
elevators to reduce manning, increase safety, and increase
throughput of weapons.

CVN 78 is designed to increase the sortie generation
capability of embarked aircraft to 160 sorties per day (12-hour
fly day) and to surge to 270 sorties per day (24-hour fly day)
as compared to the CVN 68 Nimitz Class sortie generation rate
demonstration of 120 sorties per day/240 sorties for 24-hour
surge.

Initial Operational Capability for CVN 78 is planned for
FY17. Full Operational Capability is planned for FY'18 after
the Milestone C decision.

Mission
Carrier Strike Group Commanders will use the CVN 78 to:

Conduct power projection and strike warfare missions using
embarked aircraft.

Provide force protection of friendly units.

Provide a sea base as both a command and control platform
and an air-capable unit.

Major Contractor
Huntington Ingalls Industries — Newport News Shipbuilding,
Newport News, Virginia

Activity

The Navy continues to develop plans to evaluate Sortie
Generation Rate (SGR) (number of aircraft sorties per day).
Discussions have focused on the specific details of live testing

(e.g., which test ranges to use, how many aircraft, which
weapons). DOT&E concurs with the proposed 6 consecutive
12-hour fly days followed by 2 consecutive 24-hour fly
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days. Live testing will be supplemented with modeling and
simulation from the Virtual Carrier model to extrapolate results
to the 30-day SGR requirement.

The EMALS system functional design test site at Joint Base
McGuire-Dix-Lakehurst, New Jersey, continues to test the
new electromagnetic catapult system. This year, testing has
focused on Phase I of Aircraft Compatibility Testing and
included successful launches of the Navy’s F/A-18 (with and
without external stores), T-45, E-2D, and C-2 aircraft. The
EMALS program conducted a total of 133 aircraft launches in
FY11.

The Navy is performing testing of the AAG on a jet car

track at Joint Base McGuire-Dix-Lakehurst, New Jersey.

The Navy conducted 12 dead-load arrestments out of several
hundred scheduled prior to suspending test. The site is
currently undergoing system design modifications to the

CSA following discovery of significant metal-metal scoring
on several components during dead-load testing. Initial
component redesign is complete and installation of redesigned
components is expected for completion in December 2011.
The Navy initiated land-based JSF testing associated with

the Jet Blast Deflector (JBD). The JBD is designed to deflect
engine exhaust during engine runs and catapult launches. The
testing is examining cooling of the JBD, noise for flight deck
personnel, and the exhaust effects from JSF on nearby aircraft
on the flight deck.

The Navy has a plan to re-start DBR element testing at the
Surface Combat Systems Center in Wallops Island, Virginia,
in FY'12; this test site is required for critical testing of the
carrier’s radar to mitigate risk before installation and testing in
CVN 78.

The Preliminary Ship’s Manning Document (PSMD) was
partially validated during Naval Aviation Enterprise Manning
Wargame II in September 2011. The preliminary war game
assessment revealed that for the seven departments analyzed,
the ship can perform its operational mission when operated

at 100 percent manning. Reductions below 85 percent Navy
Enlisted Classification (NEC) fit/fill requirements and/or surge
operations may be problematic with respect to operational
effectiveness.

The CVN 78 Gerald R. Ford Class Carrier program office

is revising the Test and Evaluation Master Plan in an effort

to align planned developmental tests with corresponding
operational test phases.

The Navy conducted tests related to the detection and
suppression of fires in the weapons magazines. Magazine
sprinkling systems are required to perform two functions: (1)
to prevent ordnance cook-off in the event of an adjacent space
fire; and (2) to extinguish incipient fires within the magazine.
The fire detection system must provide sufficient warning

of a fire for actions to be taken to avoid ordnance cook-off.
The objectives of the two test series were to evaluate the
performance characteristics of the new detector system, and to
quantify the fire suppression and boundary cooling capabilities
of the two water delivery systems installed in the magazines on
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the CVN 78. The analyses of the test results and development
of the test reports are in progress.

The Navy began the damage scenario-based engineering
analysis for one threat scenario to support a vulnerability
assessment report planned for completion in FY14. The Navy
has indicated that funding limitations will permit only one
additional scenario to be examined for this assessment.

Assessment
* The Navy began CVN 78 construction in 2008 and plans to

deliver the ship in September 2015. Current progress supports

this plan; however the EMALS, AAG, DBR, and Integrated

Warfare Systems remain pacing items for successful delivery

of the ship.

The CVN 78 program (similar to the CVN 68 class program)

continues to work through challenges with F-35 JSF aircraft/

ship integration. These challenges have the Naval Sea

Systems Command’s and Naval Air Systems Command’s

significant attention and priority. The Navy has not completed

its analysis of the test data to determine whether design
changes are required for the jet blast deflectors and/or flight
deck. Problems remain outstanding regarding JSF data flow
aboard ship via the Autonomic Logistics Information System;

JSF engine replacement logistics; lithium-ion battery stowage

and operations; and low observable material maintenance

procedures.

EMALS developmental testing continues within timelines

required to meet shipyard Required in Yard Dates (RIYD) for

various EMALS components. Developmental test progress
continues, although continued discovery of deficiencies

(necessitating a re-design of the launch armature and rough

acceleration characteristics on initial Aircraft Compatibility

Testing aircraft launches) indicates a still maturing system.

DOT&E holds moderate concern regarding the performance

risk generated by the inability to test the full, four catapult

electrical distribution system prior to initial trials aboard ship.

This is mitigated somewhat by the conduct of system electrical

fault testing during FY12, which will replicate some level of

the electrical distribution fault tree.

AAG testing was halted following the discovery of metal

scoring of the CSA during initial dead-load testing requiring

component redesign and software modifications. Testing
should resume in December 2011 and still supports RIYD for

AAG components barring significant additional redesign.

The Navy will re-start DBR testing at Wallops Island in FY'12.

Based on these tests, if additional DBR testing is required,

there will likely be cost growth in software development and

required testing and a slip in completion of the post-delivery
testing and trials of the DBR. Numerous integrated warfare
system items are of concern, including:

- Historically the ship self-defense combat systems on
aircraft carriers have had reliability, weapon, and radar
system integration shortcomings. While the Navy has
made efforts, it has not yet developed a detailed plan to
address these concerns on CVN 78.



- Navy development of a new anti-ship ballistic missile
target and obtainment of a capability to launch multiple
simultaneous supersonic sea-skimming targets lags behind
CVN 78 testing need dates. Both are required to fully
assess the effectiveness of the ship self-defense systems.

- CVN 78 will use DBR continuously and simultaneously
for both air traffic control and to support other warfare
areas including ship self-defense, whereas separate legacy
systems perform these missions individually. Merging
these previously separate missions into a single system
requires significant testing and integration. Portions of
this testing are currently scheduled shipboard, instead
of making more complete use of the land-based Wallops
Island facility; this complicates the test-fix-test timeline.
RIYD for these systems continues to drive the development
schedule; however, to date, development and testing
remains on track.

* The PSMD was partially validated during Naval Aviation

Enterprise Manning War-game II in September 2011. In
order to reduce Total Ownership Costs (TOC) the ship’s
overall manning (not including embarked air wing and

staffs) was reduced by 663 billets from current aircraft

carrier requirements. In light of these forced manning
reductions, the Navy specifically designed CVN 78 to operate
at 100 percent manning on a continual basis, a level which
the current manning construct and personnel policies of the
Navy do not support. The war-game validated the CVN 78
manning requirements for operating during normal peacetime
conditions; however during surge operations or at less than

85 percent NEC fit/fill requirements there is risk as to whether
the ship can operate effectively. In order to ensure the ship’s
operational effectiveness the Navy will have to develop a
manning construct which supports the 100 percent NEC fit/fill
manning requirement for CVN 78.

The current state of the Virtual Carrier model does not fully
provide for an accurate accounting of SGR due to a lack of
fidelity regarding manning and equipment/aircraft availability.
Spiral development of the Virtual Carrier model is continuing
in order to ensure that the required fidelity will be available to
support SGR testing during IOT&E.

DOT&E has requested the Navy adequately fund and complete
the actions necessary to conduct the TSST and the FSST on the
CVN 78. This includes updating the Damage Scenario Based
Engineering Analyses (DSBEA) from prior Vulnerability
Assessment Reports (VARs) and enough new DSBEAs,
including machinery spaces, to conduct an adequately scoped
TSST. DOT&E expects this will require five or six TSST
drills.

Because of the two-month delay required to perform the FSST,
the Navy proposes delaying the shock trial by 5-7 years in
order to complete it on CVN 79 (instead of CVN 78). The

two-month delay is not sufficient reason to postpone the shock
trial for so long, as it could reveal valuable lessons, including
previously unknown vulnerabilities.

The current TEMP and proposed revisions do not adequately
address whole-platform level developmental testing. The
strategy leverages the testing being conducted by contracted
organizations on their associated systems and sub-systems
but does not stipulate any additional integrated platform-
level CVN 78 class specific developmental tests. Lack of
platform-level developmental testing significantly raises the
likelihood of platform-level discovery during operational test.

Recommendations

Status of Previous Recommendations. All FY10
recommendations remain valid and are updated below. The
Navy should:

1. Adequately test and address integration challenges with
JSF; specifically logistics (storage of spare parts and
engines, transport of support equipment and spares to/from
the carrier), changes (if any) required to JBD’s, changes
(due to heat and or noise) to flight deck procedures, and
Autonomic Logistics Information System integration.

2. Finalize plans that address CVN 78 integrated warfare
system engineering and ship’s self-defense system
discrepancies.

3. Develop and procure an anti-ship ballistic missile target
that adequately emulates the self-defense portions of the
threat trajectory, and pursue test range upgrades to allow
up to four supersonic sea-skimming targets to be launched
simultaneously.

4. Continue aggressive EMALS and AAG risk-reduction
efforts to maximize opportunity for successful system
design and test completion in time to meet RIYD for
ship-board installation of components.

5. Continue development of a realistic model for determining
the sortie generation rate, while utilizing realistic
assumptions regarding equipment availability, manning,
and weather conditions. Obtain acknowledgement and
concurrence from Navy leadership on scheduling, funding,
and execution plan for conducting a live SGR test event.

FY11 Recommendations.

1. Develop and codify a formal manning construct through the
Navy’s Bureau of Personnel to ensure adequate depth and
breadth of required personnel to ensure that the 100 percent
NEC fit/fill manning requirements of CVN 78 are met.

2. Conduct platform-level developmental testing to preclude
discovery of operational effectiveness deficiencies during
IOT&E.

3. Plan and budget for an adequate Full-Ship Shock Trial and
Total Ship Survivability Trial on CVN 78.
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E-2D Advanced Hawkeye

Executive Summary

* The E-2D completed an Operational Assessment (OA) in
December 2010 to support a decision to procure the next two
lots of low-rate production aircraft.

» E-2D overland radar performance deficiencies may preclude
successful assessment of the Theater Air Missile Defense/
Anti-Air Warfare mission area during IOT&E.

» Cooperative Engagement Capability (CEC) test schedule
delays may delay the start of IOT&E.

»  Weapon system suitability metrics currently do not meet
requirements although recent software upgrades should
provide improvement to these metrics.

System

* The E-2D Advanced Hawkeye is a carrier-based Airborne
Early Warning and Command and Control aircraft.

» Significant changes to this variant of the E-2 include
replacement of the radar system, the communications suite,
the mission computer, and the incorporation of an all-glass
cockpit.

* The radar upgrade replaces the E-2C mechanical scan radar
with a phased radar array that has combined mechanical and
electronic scan capabilities.

* The upgraded radar is intended to provide significant
improvement in Hawkeye littoral and overland detection
performance, clutter management, and surveillance
capabilities.

Mission

The combatant commander, whether operating from the aircraft
carrier or from land, will use the E-2D Advanced Hawkeye to
accomplish the following missions:

» Theater air and missile sensing and early warning

» Battlefield management, command, and control

» Acquisition, tracking, and targeting of surface warfare contacts
» Surveillance of littoral area objectives and targets

» Tracking of strike warfare assets

Major Contractor
Northrop Grumman Aerospace Systems — Bethpage, New York

Activity

» The Navy’s operational test organization for the E-2D
program, Air Test and Evaluation Squadron One (VX-1),
conducted an OA in accordance with the DOT&E-approved
test plan from July 22 to December 3, 2010, during operations
at Naval Air Station (NAS), Jacksonville, Florida; NAS
Fallon, Nevada; and NAS Point Mugu, California. Their test
report was completed on February 25, 2011, and supported
the acquisition decision in 2QFY 11 for E-2D Low-Rate Initial
Production Lots 3 and 4. DOT&E delivered an operational
test memorandum, which was supportive of VX-1’s
conclusions developed from the OA data, and identified
potential radar performance deficiencies in the overland arena.

* CEC developmental testing began July 2011 and CEC
engineering testing concluded in June 2011 with the exception
of two flight events; these events will be completed as a part
of developmental testing. As of December 2011, 93 percent
of CEC test points are complete. Carrier suitability testing
and the initial cadre of pilots completed carrier qualification
in January, August, and September 2011, to support upcoming
IOT&E.

* VX-1 took custody of three aircraft in anticipation of [OT&E
(two from the Navy’s test program and one from Northrop
Grumman). VX-1 maintenance and aircrew training for
IOT&E commenced in 3QFY 11 and will continue until
IOT&E commences in 2QFY12. One aircraft delivery
remains (from Northrop Grumman in October 2011) to fulfill
VX-1’s full complement of four aircraft for [OT&E.

* The E-2D program developed a radar reliability growth
program and growth curves. The test program has
incorporated three software updates, which together reduced
the number of outstanding Discrepancy Reports from 61 to 5.

* Operational Test Readiness Review is scheduled for
January 2012.

Assessment

* Based on OA and developmental test data, DOT&E identified
potentially inadequate overland performance of the E-2D radar
system as a risk to a successful Theater Air Missile Defense/
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Anti-Air Warfare mission effectiveness assessment during
IOT&E.

Discovery of hardware and software integration discrepancies
significantly delayed E-2D/CEC integration and testing in
FY11. The engineering test originally scheduled to conclude
in February 2011 was not substantially complete until

June 2011. Developmental testing was scheduled for
completion by August 2011; however, it now appears CEC
developmental testing will complete in IQFY12 and is the
pacing event for execution of the Operational Test Readiness
Review and commencement of IOT&E. The IOT&E for

the E-2D is also the IOT&E for new CEC aircraft hardware
(AN/USG-3B) under development by the Navy. Further
discovery of significant CEC-related problems will most
likely delay the start of IOT&E and could result in a deferral
of the AN/USG-3B IOT&E. CEC is necessary for E-2D to
demonstrate its Net-Ready Key Performance Parameter.

The radar system reliability, specifically radar mean time
between failures, does not currently meet established
requirements of 81 hours. While low radar mean time
between failures has been a concern for the last two years,

it has steadily improved and was 64.3 hours as of July 2011.
However, it must continue to improve to meet the threshold
requirement during IOT&E.

During the recent OA, radar Mean Time Between Operational
Mission Failure was 14.2 hours versus a requirement of

25 hours, while weapon system Mean Flight Hours Between
Failure was 1.7 hours, versus a threshold of 0.8, and weapons
system’s Mean Flight Hours Between Operation Failure was
4.7 hours versus a 3.5-hour requirement. These data are
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based on the relatively small sample size collected during
the OA and therefore have a large uncertainty. In contrast

to program office metrics, the OA data were gathered under
more operationally representative conditions consistent with
the upcoming IOT&E. Because of three recent radar software
updates, improvements in these metrics are expected prior to
IOT&E.

As aresult of the delivery schedules for the Hawkeye
Integrated Training System for Aircrew and Maintenance,
operational test personnel will not be able to completely
resolve the Maintainability and Training Critical Operational
Issues during IOT&E. However, the Hawkeye Integrated
Training System for Aircrew and Maintenance will be
available for operational evaluation during FOT&E.

Recommendations
 Status of Previous Recommendations. The Navy satisfactorily

addressed all FY 10 recommendations.

¢ FY11 Recommendations.

1. The Navy and E-2D program should investigate the
potential radar performance benefits of a post IOT&E
processor upgrade to buttress system performance in the
challenging overland arena.

2. The Navy and E-2D program office should take all

necessary steps to ensure CEC integration testing is
successfully completed in time to support IOT&E
commencement.

3. The E-2D program office should continue to improve radar

reliability.



EA-18G Growler (Electronic Attack Variant of F/A-18)

Executive Summary
¢ DOT&E completed its EA-18G IOT&E Report in

September 2009, assessing the EA-18G as operationally
effective, but not operationally suitable based upon poor
maintainability and built-in test performance, as well as
system integration challenges with the legacy ALQ-99
jamming pods.

During the 2011 FOT&E for Software Configuration Set
(SCS) HOE, the Navy flew 115.2 EA-18G flight hours over
69 test sorties.

Emerging 2011 FOT&E results suggest the EA-18G remains
operationally effective, while operational suitability has
notably improved. DOT&E analysis of test data is ongoing
and a complete operational assessment will be published in
early FY12.

The Navy conducted testing in accordance with the
DOT&E-approved Test and Evaluation Master Plan (TEMP)
and test plan.

System

The EA-18G Growler is a land- and carrier-based, radar and

communication jamming aircraft.

The two-seat EA-18G replaces the Navy’s four-seat EA-6B.

The new ALQ-218 receiver, improved connectivity, and

linked displays are the primary design features implemented

to reduce the operator workload in support of the EA-18G’s

tWO-person crew.

Integration of the Airborne Electronic Attack (AEA) system

into the F/A-18F includes:

- Modified EA-6B Improved Capability Il ALQ-218
receiver system

- Advanced crew station

- Legacy ALQ-99 jamming pods

- Communication Countermeasures Set System

- Expanded digital Link 16 communications network

- Electronic Attack Unit

- Interference Cancellation System that supports
communications while jamming

- Satellite receive capability via the Multi-mission Advanced
Tactical Terminal

Additional systems include:

- APG-79 AESA radar

Joint Helmet-Mounted Cueing System
High-Speed Anti-Radiation Missile (HARM)
- AIM-120 radar-guided missiles

Mission
* Combatant commanders use the EA-18G to support friendly
air, ground, and sea operations by countering enemy radar and
communications. In particular, commanders use EA-18G to:
- Jam integrated air defense systems
- Support non-integrated air defense missions and emerging
non-lethal target sets
- Enhance crew situational awareness and mission
management
- Enhance connectivity to national, theater, and tactical
strike assets
- Provide enhanced lethal suppression through accurate
HARM targeting
- Provide the EA-18G crew air-to-air self-protection with the
AIM-120

Major Contractor
The Boeing Company, Integrated Defense Systems — St. Louis,
Missouri

Activity

The Navy FOT&E for SCS H6E on the Growler occurred
between November 2010 and June 2011. During the FOT&E,
the Navy flew 115.2 EA-18G flight hours over 69 test sorties.
This testing included the evaluation of the Civilian Instrument
Landing System integration into the EA-18G, a capability that

enhances mobility in the expeditionary (non-aircraft carrier)
operating environment.

* The Navy conducted testing in accordance with the DOT&E
approved TEMP and test plan.
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Assessment
* Emerging 2011 FOT&E results suggest the EA-18G remains

operationally effective, while operational suitability has
notably improved. Emerging results suggest the EA-18G

during future FOT&E, such as Mean Flight Hours Between
Operational Mission Failures and Mean Corrective
Maintenance Time for Operational Mission Failures.

system met the threshold for operational availability. The 2. Continue to improve maintenance documentation and
point value for reliability met the 14-hour threshold, but the diagnostic tools to assess the ALQ-218 and ALQ-99 pod
80 percent confidence level (lower bound) fell below the health.

threshold. Maintainability did not meet the threshold level but 3. Conduct a program “deep-dive” assessment of AEA
only by a small measure, and built-in test performance was maintainability and supportability problems using
largely improved since IOT&E. Maintenance documentation experience and lessons learned from recent operational
was improved from IOT&E, but Navy personnel still rated the deployments.

system as difficult to use and incomplete in some areas. 4. Evaluate the EA-18G AEA system performance in

DOT&E analysis of test data is still ongoing and a complete

support of strike aircraft in accordance with the joint AEA

framework.

Electronic Warfare Warfighting Improvements

Recommendations 5. Continue to support ongoing DoD efforts to investigate,

» Status of Previous Recommendations. The Navy is evaluate, and make recommendations to improve Enterprise
satisfactorily addressing the previous nine EA-18G Electronic Warfare test capabilities associated with open-air
recommendations, to include continued testing to resolve ranges, T&E facilities, concepts, processes, and procedures.
EA-18G maintainability shortfalls. However, DOT&E 6. Continue to assess requirements to improve electronic
analysis of 2011 FOT&E is ongoing to confirm whether warfare modeling and simulation capabilities to support
the problems have been resolved. Recommendations for ground testing of future AEA capabilities, to include
improving electronic warfare remain from FY09 as well. multi-signal threat environments.

* FY11 Recommendations. The Navy should: 7. Continue to assess the need for and benefits of building
EA-18G Aircraft a more capable threat range at Naval Air Station (NAS)

1. Continue to improve maintainability and built-in test Whidbey Island, Washington.
software maturity by evaluating key suitability parameters

assessment will be published in early FY12.
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Enhanced Combat Helmet (ECH)

Executive Summary

During the initial ballistic First Article Test (FAT) of the
Enhanced Combat Helmet (ECH), the ECH did not meet the
requirements for maximum shell deformation when impacted
by a ballistic threat. The failure to meet the shell deformation
requirement was attributed to differences in test procedures
used during developmental testing and the FAT.

Following additional ballistic testing, the Marine Corps, in
coordination with DOT&E and the Army, established new
test procedures for assessing ECH ballistic performance.

The procedure led to accurate control of the helmet position
on the headform and, as a consequence, reduced variation

in measurements of the ECH shell deformation. DOT&E
updated the DoD combat helmet test protocol to reflect these
procedures.

The Marine Corps began another FAT in November 2011

and plans to begin a full-up system-level test of the ECH
beginning December 2011.

System

The ECH was developed in response to a 2009 Urgent
Statement of Need (USON) to produce a helmet that provides
ballistic protection from selected small arms ammunition and
fragmentation, yet maintains all other characteristics of the
Marine Corps’ LightWeight Helmet (LWH) and the Army’s
Advanced Combat Helmet (ACH).

The ECH is compatible with and is typically worn in
conjunction with other components of infantry combat
equipment such as body armor systems, protective goggles,
night vision equipment, and a camouflage fabric helmet cover.
This new helmet is intended to provide Marines and Soldiers
improved protection compared to the currently fielded LWH
and ACH helmets.

The ECH consists of a ballistic protective shell, a pad
suspension system, and a 4-point chin strap/nape strap
retention system. Unlike the ACH and LWH, which are

constructed with aramid fibers, the ECH is constructed using
ultra-high-molecular-weight polyethylene fibers.

Mission

Forces equipped with the ECH will rely on the helmet to provide
ballistic protection from selected small arms ammunition and
fragmentation when engaged with enemy combatants during
tactical operations in accordance with applicable tactics,
techniques, and procedures.

Major Contractor
Ceradyne, Inc. — Costa Mesa, California

Activity

During initial first article live fire testing in FY11, the ECH
exceeded the allowed shell deformation when impacted by a
ballistic threat at different locations on the helmet. The helmet
also failed other non-ballistic requirements and the vendor has
introduced manufacturing changes to address the causes of the
non-ballistic FAT failures.

The ballistic failure was attributed to differences between the
test procedures used during developmental testing and the
procedures used during the ballistic portion of the FAT. At

the direction of the ECH Program Office, Ceradyne produced

more ECH for additional ballistic testing to better characterize
and understand ECH performance.

* The Marine Corps Program Manager for Individual Combat
Equipment, the Army’s Product Manager for Soldier
Protective Equipment, the Army’s Aberdeen Test Center, and
commercial test laboratories participated in the additional
testing. The Marine Corps and Army used the test results
to refine their test methodology to minimize test-induced
deviations in ECH performance.
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* The Marine Corps also tested the ECH at the Army Research * The Marine Corps began a second FAT in November 2011 is

Laboratory using digital imaging correlation. This testing scheduled to conduct a full-up system-level test beginning in

measured ECH deformation when the helmet was not December 2011 to demonstrate whether the ECH meets its

constrained by the clay-filled aluminum headform normally ballistic protection requirements.

used during testing. Digital imaging correlation tests revealed

the ECH sustained more permanent deformation from a shot Assessment

than was previously known; this affected the helmet’s ballistic = DOT&E will assess ECH performance when testing concludes

performance on subsequent shots to the same helmet. in FY12 and the data analysis is complete. DOT&E will provide
» Data analysis of the additional ballistic testing revealed that recommendations as part of its ECH live fire beyond low-rate

the ECH position on the headform significantly affected the initial production report to Congress in FY'12.

results. The Marine Corps, in coordination with DOT&E and

the Army, established a new test procedure to better control Recommendations

the helmet position; data obtained using this new procedure  Status of Previous Recommendations. This is the first annual

showed considerably reduced variability in deformation report for the ECH program.

measurements. DOT&E incorporated these procedures into * FY11 Recommendations. None.

the DoD combat helmet testing protocol for use when testing
ultra-high-molecular-weight polyethylene-based helmets.
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F/A-18E/F Super Hornet Naval Strike Fighter

Executive Summary

* Between November 2010 and June 2011, the Navy conducted
APG-79 Active Electronically Scanned Array (AESA) radar
FOT&E, concurrent with Software Qualification Testing
(SQT) for System Configuration Set (SCS) H6E and 23X
software. Major upgrades tested during this period included
APG-79 radar software anomaly report fixes, Joint Standoff
Weapon (Block III) integration, Joint Helmet-Mounted
Cueing System (JHMCS) enhancements, and Air Intercept
Missile (AIM)-120 capability improvements, including high
off-boresight targeting.

* Emerging APG-79 radar FOT&E results indicate marginal
improvements since the previous FOT&E period with
significant deficiencies remaining in performance, particularly
regarding short-range air combat maneuvering engagements,
failure to meet reliability requirements, and poor built-in test
(BIT) functionality.

* Emerging SQT results indicate the H6E and 23X SCSs are
stable and reliable.

* DOT&E will complete its analysis of test data in early FY'12
and subsequently report its full findings.

- AIM-9 infrared-guided missiles and AIM-120 and AIM-7

System radar-guided missiles
* The Super Hornet is the Navy’s premier strike-fighter aircraft - Shared Reconnaissance Pod
that replaces earlier F/A-18 variants in carrier air wings. The - Multi-functional Information Distribution System for
F/A-18E is a single-seat aircraft while the F model has two Link 16 tactical datalink connectivity
seats. - JHMCS
* The operational software for the Super Hornet, or SCS, - Integrated Defensive Electronic Countermeasures
includes major combat capabilities. Newer Block 2 aircraft
with updated processors use “H-series” software, while Mission
aircraft prior to Block 26 and legacy F/A-18 A/B/C/D aircraft * Combatant Commanders use the F/A-18E/F to:
use “X-series” SCS. The current fleet release software are - Conduct offensive and defensive air combat missions
HSE and 21X, respectively. - Attack ground targets with most of the U.S. inventory of
* F/A-18E/F Lot 26+ aircraft provide functionality essential precision and non-precision weapon stores
for integrating all Super Hornet Block 2 hardware upgrades, - Provide in-flight refueling for other tactical aircraft
which include: - Provide the fleet with an organic tactical reconnaissance
- Single pass multiple targeting for GPS-guided weapons capability
- Use of off-board target designation
- Improved datalink target coordination precision Major Contractor
- Implementation of air-to-ground target points The Boeing Company, Integrated Defense Systems — St. Louis,
* Additional systems include: Missouri

- APG-73 or APG-79 radar
- Advanced Targeting and Designation Forward-Looking
Infrared System

Activity

* DOT&E reported on APG-79 radar IOT&E in FY07, assessing ¢ The Navy conducted APG-79 radar FOT&E in FY09 in
it as neither operationally effective nor suitable due to conjunction with SCS H4E SQT. The Navy’s Commander,
significant deficiencies in tactical performance, reliability, and Operational Test and Evaluation Force subsequently reported
BIT functionality.
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that significant deficiencies remained for both APG-79
performance and suitability; DOT&E concurred with this
assessment.

Between November 2010 and June 2011, the Navy conducted
a second APG-79 radar FOT&E period, concurrent with

SQT for SCS H6E and 23X. Major upgrades tested during
this period included APG-79 radar software anomaly report
fixes, Joint Standoff Weapon (Block III) integration, JHMCS
enhancements, and AIM-120 capability improvements,
including high off-boresight targeting.

The Navy executed 999.3 Super Hornet flight hours over

739 sorties during SCS H6E SQT.

The Navy executed an additional 447.3 Super Hornet and
legacy F/A-18 flight hours over 366 sorties for SCS 23X SQT.
The Navy executed a mix of 591.6 Super Hornet and
EA-18G (electronic attack variant of the F/A-18) flight hours
conducting APG-79 radar FOT&E.

DOT&E analysis of APG-79 FOT&E and SCSs H6E and 23X
SQT data is ongoing.

The Navy conducted all testing in accordance with
DOT&E-approved Test and Evaluation Master Plans and
operational test plans.

Assessment
e The APG-79 radar FOT&E period did not include an

end-to-end multi-AIM-120 missile shot. This capability is a
Navy operational requirement not previously demonstrated or
successfully tested.
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» Full development of APG-79 electronic warfare capability
remains deferred to later software builds.

* Overall, the APG-79 radar demonstrates improved capability
over the legacy APG-73 radar, providing longer-range
detections for air-to-air operations and improved synthetic
aperture radar performance for air-to-ground operations.

* Emerging APG-79 radar FOT&E results indicate marginal
improvements since the previous FOT&E period with
significant deficiencies remaining in performance, particularly
regarding short-range air combat maneuvering engagements,
failure to meet reliability requirements, and poor BIT
functionality.

* Emerging SQT results indicate HO6E and 23X SCSs are stable
and reliable.

* DOT&E will complete its analysis of test data in early FY12
and subsequently publish an in-depth operational assessment.

Recommendations

» Status of Previous Recommendations. The Navy made
progress addressing one FY09 recommendation (there was
no FY'10 report). The recommendations to continue to
improve APG-79 AESA reliability, to conduct an operationally
representative end-to-end missile shot to demonstrate APG-79
radar and current SCS ability to support multi-AIM-120
engagement, and to develop and characterize the APG-79
AESA’s full electronic warfare capability remain valid.

* FY11 Recommendations. None.



Global Command and Control System — Maritime
(GCCS-M)

Executive Summary

e The Navy’s Commander, Operational Test and Evaluation
Force (COTF) conducted IOT&E of the Global Command and
Control System — Maritime (GCCS-M) Release v4.1 Force
Level variant onboard the USS Boxer (one of the Navy’s
Landing Helicopter Dock ships) from November 3-19, 2010,
and from May 1-10, 2011. DOT&E determined that the Force
Level variant of the GCCS-M v4.1 system is operationally
effective and suitable with limitations. Following our
determination, the program manager corrected identified
limitations and COTF independently validated corrections on
September 15, 2011.

e COTF conducted the IOT&E of GCCS-M v4.1 Unit Level
variant onboard the USS Carr (one of the Navy’s Guided
Missile Frigates) from March 30 through April 6, 2011. The
USS Carr was conducting Surface Warfare, Undersea Warfare,
littoral, and counter-drug operation exercises in the Virginia

Capes Operations Area. DOT&E determined that the Unit « GCCS-M Increment 2 consists of two distinct types of
Level variant of the GCCS-M v4.1 system is operationally software:
effective and suitable. - Aircraft carrier, amphibious command ship (LCC), and
¢ The Navy Information Operations Command (NIOC) Red amphibious assault ship capability based on the GCCS-Joint
Team identified and attempted to penetrate and exploit (GCCS-J) software baseline.
system information assurance (IA) vulnerabilities during each - Guided missile cruiser and below capability based on the
IOT&E. eXtensible Common Operational Picture software baseline.
* The Navy intends to release the Group and Unit Level solution
System in a three configuration phased approach, starting with the
* GCCS-M is a command, control, communications, computers, patrol coastal ships, then the full Unit Level ships, and finally
and intelligence system consisting of software, procedures, the Group Level ships.

standards, and interfaces that provide an integrated
near-real-time picture of the battlespace used to conduct joint Mission

and multi-national maritime operations. The Navy’s Tactical o U.S. maritime commanders utilize GCCS-M to exercise
Networks Program Office, PMW 160, provides hardware command and control over forces in support of maritime
and hosting services for the GCCS-M software system, to operations.
include either the Integrated Ship Network System (ISNS) o Commanders at all echelons use GCCS-M to:
infrastructure or the Common Computing Environment - Integrate scalable command and control, communications,
(CCE)/Consolidated Afloat Networks Enterprise Services and intelligence capabilities.
infrastructgre. . - Support the decision-making process.

* The Navy is developing GCCS-M Increment 2 at the Force, - Process, correlate, and display geographic track information
Group, and Unit Levels. Force Level includes aircraft carrier on friendly, hostile, and neutral land, sea, air, and
(CVN), amphibious assault (LHA and/or LHD), and command space forces, integrated with available intelligence and
ships (LCC). Group Level includes guided missile cruisers environmental information.
(CG), destroyers (DDG), and submarines. Unit Level includes
guided missile frigates, dock landing ships, amphibious Major Contractor
transport docks, and patrol coastal crafts. Northrop Grumman Mission Systems — San Diego, California
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Activity
e COTF conducted the IOT&E of GCCS-M v4.1 Force Level

variant onboard the USS Boxer from November 3-19,

2010, and from May 1-10, 2011. USS Boxer was underway
conducting exercises in the Southern California Operations
Area acting as Top Common Operational Picture (COP),
Common Tactical Picture Manager, and Air Operations
Center while Commander Third Fleet GCCS-J systems were
unavailable.

COTF conducted the IOT&E of GCCS-M v4.1 Unit Level
variant onboard the USS Carr from March 30 through

April 6,2011. The USS Carr was conducting Surface
Warfare, Undersea Warfare, littoral, and counter-drug
operation exercises in the Virginia Capes Operations Area.
Concurrently with IOT&E, a NIOC Red Team performed an
IA assessment that included system scans, penetration testing,
and malicious insider analysis.

COTF performed all testing in accordance with the
DOT&E-approved Test and Evaluation Master Plan and
operational test plans.

Assessment
* The Force Level variant of the GCCS-M v4.1 system is

operationally effective and suitable with limitations. Overall,
the GCCS-M v4.1 system demonstrated improved tactical
decision aids, track capacity, and security. However, COTF
identified a number of limitations during testing. Operators
and system administrators were not properly trained to handle
Air Tasking Orders and Airspace Control Orders, nor did the
GCCS-M v4.1 online help function contain adequate details
to guide operators through the Air Tasking Order/Air Control
Order handling processes. The program manager corrected all
portions of this deficiency and COTF independently validated
this correction on September 15, 2011.

GCCS-M

* The COP Synchronization Tools (CST) function randomly
switched from normal mode to maintenance mode daily
during the IOT&E, for a total of 16 occurrences. The program
manager corrected the deficiency and COTF confirmed
that there were no further instances during the second test
period. The GCCS-M v4.1 system met threshold reliability
requirements when DOT&E excluded the CST random
switching faults. COTF identified six minor IA deficiencies
during testing that require correction.

e The Unit Level variant of the GCCS-M v4.1 system is
operationally effective and suitable. The GCCS-M v4.1
system met or exceeded all threshold requirements and
satisfied all tested Critical Operational Issues. The GCCS-M
v4.1 system supported user tactical assessment and decision
making by providing an integrated COP with near-real-time
tracks, link tracks, and imagery; access to historical, current,
and future positional data; and mission specific overlays
and templates. NIOC provided IA test data showing that
the system can preclude unauthorized access to information,
although deficiencies attributed to surrounding network
components could make the system vulnerable. The Navy
should correct these deficiencies as soon as practical.

Recommendations

 Status of Previous Recommendations. The Navy addressed all
previous recommendations.

* FY11 Recommendation.

1. The program manager, in coordination with Navy
Enterprise leadership, should correct the IA deficiencies
identified during GCCS-M v4.1 Force Level and Unit Level
operational testing.



Improved (Chemical Agent) Point Detection System —
Lifecycle Replacement (IPDS-LR)

Executive Summary

* The Navy completed integrated testing and FOT&E of the
Improved (Chemical Agent) Point Detection System — Lifecycle
Replacement (IPDS-LR) in September 2010.

The system meets key requirements for reliability, availability,
and false alarms.

DOT&E published a classified IPDS-LR Beyond Low-Rate
Initial Production (BLRIP) report in April 2011.

System

e The IPDS-LR is a ship-based Chemical Warfare Agent (CWA)

detector that will serve as a form/fit/function replacement

to the existing IPDS on all U.S. Naval ships. The Next

Generation Chemical Point Detection System, which is still

under development, is projected to replace the IPDS-LR in

FY18.

The commercially-available detector unit is designed to

automatically detect and identify CWA vapors by agent class

(nerve, blister, and blood) and type agent within a specified

concentration level and time period.

The IPDS-LR CWA detection performance is measured

against the requirements in the September 1994 IPDS

Operational Requirements Document, the IPDS-LR

Performance Specification, and the latest toxicological

guidance provided by the U.S. Army Center for Health

Promotion and Preventive Medicine.

The IPDS-LR can be integrated into the Main Circuit general

shipboard announcing system in order to provide ship-wide

alerts. The IPDS-LR shipboard system is composed of several
components:

- Two Detector Units (DUs). Located near each bridge
wing, port, and starboard side, the DUs sample air for the
presence of CWA vapors and provide an alert message to
the display units.

- Two External Air Sampling Units (EASU). Located near
each DU, it draws in air from outside the ship, filters out
particulates, and transfers that air to the DU for analysis.
Exhaust from the DU exits the ship through the EASU.

- One Control Display Unit. Located in Damage Control
Central, it is the primary user interface that provides the

’ Remote Display Unit (RDU)
- Display Box Assembly.

External Air
Sampling Unit
(EASU).

External
intake

Ship’s hull

Detection Unit
Assembly (DU).

* " Unit (CDU) Display
Box Assembly.

IPDS LR Functional Diagram

control functions, selects the state of the system, reports
the system status, and provides audible and visual alarms
upon detection.

- One Remote Display Unit. Located inside the bridge, it
provides system status and alarm information to the ship’s
primary control station.

Mission

The Navy intends to use the IPDS-LR to serve as a fixed-point
detector to monitor external air for CWA. The system is
required to detect and alert ship personnel to the onset of CWA
vapor hazards.

Successful detection of a CWA at the required threshold
concentration warns a ship of an imminent chemical attack
and should provide sufficient time for the crew to seek shelter
inside a collective protected zone or don personal protective
equipment, including a filtered mask, before the concentration
reaches a critical level.

Major Contractor
Bruker Detection Corporation — Billerica, Massachusetts

Activity
* The Navy completed integrated testing and FOT&E in

September 2010. Integrated testing and FOT&E were
conducted in accordance with a DOT&E-approved test plan.

DOT&E published a classified IPDS-LR BLRIP report in
April 2011.
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* With the completion of the FOT&E and BLRIP report, maintainability, and availability requirements. In exceeding its

DOT&E removed IPDS-LR from oversight. false alarm requirement, the IPDS-LR demonstrated significant
improvement in false alarm performance compared to the
Assessment legacy IPDS.
Based on the system performance in integrated testing and » IPDS-LR was found to be operationally effective and suitable.
FOT&E:
* IPDS-LR was able to detect 7 of 10 CWAs tested. IPDS-LR Recommendations
detects vaporized agents; therefore, it does not perform well * Status of Previous Recommendations. The Joint Program
against agents that do not readily vaporize. Executive Officer for Chemical and Biological Defense and
« IPDS-LR has a comparable detection performance to the the Navy addressed all previous recommendations.
legacy system it replaced; it met or exceeded reliability, e FY11 Recommendations. None.
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Integrated Defensive Electronic Countermeasures
(IDECM)

Executive Summary

In October 2010, DOT&E approved an updated Integrated
Defensive Electronic Countermeasures (IDECM) Block 3

test plan to support correction of deficiencies testing in early
FY11.

In March 2011, the Navy completed testing to confirm the
correction of deficiencies in IDECM Block 3 performance
discovered during the 2008 IOT&E.

DOT&E completed its IDECM Block 3 IOT&E Report in
June 2011, assessing the system as operationally effective and
operationally suitable for combat. The system significantly
reduces aircraft susceptibility and provides enhanced
self-protection against radio frequency-guided surface-to-air
and air-to-air threats. Additionally, IDECM Block 3 provides
adequate reliability, availability, and maintainability to support
mission accomplishment.

Although the IDECM Block 3 is suitable, testing confirmed

a previously identified compatibility shortfall associated with
wingman APG-79 Active Electronically Scanned Array radars.
Although some work has occurred to address this problem,
the Navy will require a collaborative effort across the F/A-18
program community to identify fixes and/or mitigations to this
shortfall.

The Navy authorized IDECM Block 3 full-rate production in
July 2011.

IDECM Block 4 hardware and software delivery to the
government began in 3QFY11. A revised Test and Evaluation
Master Plan (TEMP) is scheduled for completion prior to the
start of the Navy Operational Assessment in FY'12.

System

The IDECM system is a radio frequency, self-protection
electronic countermeasure suite on F/A-18 aircraft. The
system is comprised of onboard and off-board components.
The onboard components receive and process radar

signals and can employ onboard and/or off-board jamming
components in response to identified threats.

There are four IDECM variants: Block I (IB-1), Block

11 (IB-2), Block III (IB-3), and Block IV (IB-4). All four
variants include an onboard radio frequency receiver

and jammer.

- IB-1 combined the legacy onboard system (ALQ-165)
with the legacy (ALE-50) off-board towed decoy (fielded
FY02).

- IB-2 combined the improved onboard system (ALQ 214)
with the legacy (ALE-50) off-board towed decoy (fielded
FY04).

- IB-3 combines the improved onboard jammer (ALQ-214)
with the new (ALE-55) off-board fiber optic towed decoy
that is more integrated with the advanced onboard receiver/
jammer (ALQ-214).

- IB-4 replaces the onboard jammer (ALQ-214(V)3) with a
lightweight, repackaged onboard jammer for the F/A-18
aircraft variants.

The F/A-18E/F installation includes off-board towed

decoys. The F-18C/D installation includes only the onboard

receiver/jammer components and not the towed decoy.

Mission
* Combatant commanders will use IDECM to improve the

survivability of Navy F/A-18 strike aircraft against radio
frequency-guided threats while on air-to-air and air-to-ground
missions.

The Navy intends to use IB-3’s and IB-4’s complex

jamming capability to increase survivability against modern
radar-guided threats.

Major Contractors

e ALE-55: BAE Systems — Nashua, New Hampshire

* ALQ-214: ITT Electronic Systems — Clifton, New Jersey
e ALE-50 and Improved Multi-purpose Launch Controller:

Raytheon Electronic Warfare Systems — Goleta, California

Activity

IDECM Block 3

* The Navy postponed the IB-3 full-rate production decision to
4QFY 11 to allow time to test and evaluate fixes to the suitability

and safety deficiencies identified during the 2008 IOT&E.

* In October 2010, DOT&E approved an updated IDECM
Block 3 test plan to support correction of deficiencies
testing in early FY11.
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* The Navy completed laboratory and developmental flight
testing to confirm the correction of deficiencies in the IB-3
performance found during the 2008 IOT&E.

* In March 2011, the Navy completed operational testing to
confirm the correction of deficiencies in IDECM Block 3
performance discovered during the 2008 IOT&E.

* DOT&E completed its IDECM Block 3 IOT&E Report in
June 2011.

e The Navy authorized the IDECM Block 3 full-rate production
in July 2011.

* The Navy conducted testing in accordance with the DOT&E
approved TEMP and test plan.

IDECM Block 4

* The IDECM Block 4 hardware and software delivery to the
government began in 3QFY11. Contractor and government
laboratory testing is underway.

e The IDECM Block 4 TEMP update is scheduled for
completion prior to the start of the Navy Operational
Assessment testing in FY'12.

Assessment
IDECM Block 3

* DOT&E concluded in its IOT&E report that the IDECM
Block 3 was adequately tested. Testing followed the DoD
electronic warfare test process, including several laboratory
hardware and software tests and flight testing. The 139 hours
of flight testing, which included 19 decoy deployments,
provided high-confidence answers to the suitability
assessment.

* The IDECM Block 3 is operationally effective for combat.
The system met or exceeded its operational requirement
under all test conditions, while significantly reducing aircraft
susceptibility and providing enhanced self-protection against
radio frequency-guided surface-to-air and air-to-air threats.

e The IDECM Block 3 is operationally suitable for combat.

Testing confirmed with high confidence that safety deficiencies

observed during the 2008 IOT&E were corrected; the system
was reliable and maintainable. There were an excessive
number of unscheduled maintenance actions, but most were
brief, and often involved simple reseating or cleaning of
connections. The built-in test false alarm rate was improved,
but was still above the threshold requirement level, which
affected unscheduled maintenance.

¢ Testing did show the importance of aircrew and maintenance

personnel proficiency with the system. Thus, the Navy should
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establish a training concept that includes the employment
of simulated and actual ALE-55 decoys during training
exercises. Although the 2011 testing showed no repeat

of the safety-related decoy deficiencies, the Navy should
develop hardware and/or software changes to provide pilots
with correct indications of whether a decoy was completely
severed.

Testing confirmed a previously identified compatibility
shortfall associated with wingman APG-79 Active
Electronically Scanned Array radars. Although some work
has occurred to address this problem, the Navy will require
a collaborative effort across the F/A-18 program community
to identify fixes and/or mitigations to this shortfall. System
effectiveness was not significantly degraded by this problem.

Recommendations
 Status of Previous Recommendations. The Navy addressed

the prime recommendations from FY 10 by completing testing

to confirm IB-3 deficiencies were corrected, and there are

ongoing efforts to develop new and improved tactics, training,
and countermeasure techniques. One recommendation from

FY10 to develop hardware and/or software changes to provide

pilots with correct indications of deployed decoy status

remains. Of the two FY 10 recommendations that were related
to Electronic Warfare Warfighting Improvements, one is still
outstanding and it is repeated below.

FY11 Recommendations.

IDECM System

1. The Navy should collaborate across the F/A-18 program
community to identify fixes and/or mitigations to the
compatibility shortfalls with APG-79 fire control radars.

2. The Navy should continue to improve maintenance
procedures and documentation and develop an IDECM
Block 3 training concept that includes employment of
simulated and actual ALE-55 decoys during training.

3. The Navy should continue to reduce the built-in test false
alarm rate, improve the reliability of decoys while they are
being deployed, and confirm that each new procurement lot
of decoys is reliable through laboratory and flight tests of
lot samples.

Electronic Warfare Warfighting Improvements

4. In coordination with the Defense Intelligence Agency,
the Navy should update the threat lethal radii and/or the
evaluation processes that are used to determine whether
simulated shots are hits or misses.



Joint Mission Planning System — Maritime (JMPS-M)

Executive Summary

The Navy Joint Mission Planning System — Maritime
(JMPS-M) Program Manager, PMA-281, is deploying JMPS
Framework 1.3.5, which will replace Framework 1.2 to enable
JMPS-M software to transition to Windows 7.

Operational testing of the F/A-18E/F portion of the JIMPS-M
Mission Planning Environment (MPE) version 2.3.1
demonstrated that the MPE was operationally effective and
suitable.

Operational testing of the EA-18G portion of MPE version 2.3.1
demonstrated that the MPE was operationally suitable, but
not effective for operational planning and reconstruction in
support of the aircraft’s mission.

Operational testing of the Joint Mission Planning

System — Expeditionary (JMPS-E) MPE indicated that

it was operationally effective and suitable for supporting
expeditionary and amphibious operations.

System

JMPS-M is a Windows XP, PC-based common approach

for aircraft mission planning. It is a system of common and

host-platform-unique mission planning applications for Navy

and Marine Corps aircraft.

Using a “building block™ approach, developers integrate

and assemble a JMPS-M MPE from a set of software

sub-components to meet the needs of a particular aircraft

type. An MPE consists of a framework, one or more common
components/federated applications, and then a Unique

Planning Component (UPC).

- The foundation of an MPE is the framework, which allows
the host operating system to interface and interact with the
MPE.

- The second level of an MPE consists of the common
components and/or federated applications; these
applications provide functionality that is common to
multiple aircraft platforms (i.e. weather or GPS munitions).

- The final level of software is the UPC, which provides
platform-specific functionality and integrates the common
component functions and the framework interface to
produce the overall mission planning software environment
for the platform.

- When bundled, the three levels of software become an
MPE that is specific to a single aircraft type. Depending
on the aircraft model, a JIMPS-M MPE might operate
on stand-alone, locally networked, or domain controlled

JMPS-M Mission Planning Environments (MPEs)

EESS S —
Unique Planning Provides platform-
Ci specific functionality
Provide functionality

common to multiple
platforms

Allows the host operating
system to interface and
interact with the MPE

EA-18G F/A-18E/F
MPE MPE

Windows XP computers, or a mixture of all three operating
environments.

e JMPS-M Framework 1.3.5 corrects defects in Framework 1.2,

and will transition both the Navy and Air Force to Windows 7.
Windows XP support expires in April 2014,

Although portions of the JIMPS-M software are being
co-developed among DoD components, JMPS-M is not a joint
program.

JMPS-E is a unique MPE, developed by the Navy, which uses
JMPS-M functionality to support Navy and Marine Corps
amphibious planning.

Mission
* Aircrew use JMPS-M MPE:s to plan all phases of their

missions and then save required aircraft, navigation, threat,
and weapons data on a data transfer device that they load into
their aircraft before flight. Aircrew can also use the JIMPS-M
information to support post-flight mission analysis.
Amphibious planners use JMPS-E to plan the movement

of personnel, equipment, and logistics support between the
amphibious fleet and the shore.

Major Contractors

Framework 1.4 / JMPS-E: BAE Systems — San Diego,
California

Framework 1.3.5: Northrop Grumman — Carson City,
California

FA-18E/F UPC: Boeing — St. Louis, Missouri
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Activity

The Navy conducted all MPE operational testing in accordance
with the DOT&E-approved Test and Evaluation Master Plans
and operational test plans.

Framework 1.2

The Naval Air Warfare Center Weapons Division at Point
Mugu, California, conducted developmental testing of the
F/A-18E/F and EA-18G JMPS-M MPE version 2.4.0.2. This
testing was conducted to assess the current state of MPE
development and to reduce risk in moving forward towards
future operational testing.

Commander, Operational Test and Evaluation Force (COTF)
conducted operational testing on MPE version 2.3.1 in
December 2010 through March 2011 at Naval Air Weapon
Station, China Lake, in conjunction with operational testing of
platform System Configuration Set HOE.

PMA-281 conducted (and COTF monitored) enhanced
developmental testing of the JMPS-E MPE version 1.0.0.7 at
a contractor facility in San Diego, California, in January 2011.
DOT&E approved the COTF JMPS-E IOT&E test plan in
March 2011.

The Navy Information Operations Command completed

Gold Disk and Retina Scans on JMPS-E in February 2010

and penetration testing on JMPS-E aboard the USS Bataan in
March 2011. COTF conducted the IMPS-E IOT&E aboard
the USS Bataan in March 2011. Real-world events in the U.S.
Africa Command Area of Operations dictated the USS Bataan
deployment shift from the original plan of July 2011 to

April 2011. This schedule shift truncated the test period;
however, COTF collected sufficient data to support the
DOT&E-approved test plan.

The Navy released JMPS-E to the Fleet in July 2011 and it is
currently being employed aboard the USS Bataan in support of
real-world operations.

Framework 1.3.5

JMPS-M is transitioning to Windows 7. Framework 1.3.5 will
be used by the Navy to transition their aircraft to a Windows 7
Framework.

Framework 1.4

The Navy JMPS-M Program Manager, PMA-281, is
continuing development with the Air Force on a new JMPS
Framework 1.4, which will replace Framework 1.2.

Assessment
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Framework 1.2

The Take-Off and Landing Data (TOLD) modules in the Navy
MPE:s evaluated to date do not generate accurate data and are
not certified for flight use. Planners are required to revert to
paper manuals or legacy mission planning systems to calculate
TOLD data. Inability to calculate TOLD data negatively
affects the operational effectiveness of the various MPEs.
Developmental testing of MPE version 2.4.0.2 highlighted that
the increasing capabilities of the F/A-18 and EA-18 platforms
are resulting in increased mission planning complexity. Users

IMPS-M

experienced multiple errors in attempting to download mission
data from the planning computer to a Data Transfer Device.
Downloading Standoff Land Attack Missile - Expanded
Response Automatic Target Acquisition images from the
Precision Targeting Workstation was slow and unreliable. The
High-speed Anti-Radiation Missile (HARM) UPC does not
contain all needed planning parameters. Users encountered
numerous software errors, particularly when planning Airborne
Electronic Attack missions.

Operational testing of the F/A-18E/F portion of the MPE
version 2.3.1 demonstrated that the MPE was operationally
effective and suitable. Users experienced no significant
difficulties in planning their missions, transferring the mission
data to data transfer devices, and then loading the data into
the aircraft. The average time to complete this process was
0.94 hours, which was well within the 6-hour requirement.
One mission failure occurred during 74 hours of testing versus
a user requirement of 30 hours. The TOLD functionality
remains inoperative in MPE 2.3.1, as it has in all Navy and
Marine Corps aircraft MPE 2.XX series of JMPS software.
During operational testing, the EA-18G portion of

MPE version 2.3.1 was operationally suitable, but was

not effective for operational planning and reconstruction

in support of the aircraft’s mission. The average time to

plan a multi-platform interdiction mission was 7.3 hours,
which exceeded the 6-hour requirement. Suitable electronic
intelligence information was not available for some threats.
User selection of the HARM’s Unique Planning Component,
with other mission planning files open, caused mission
planning failures. Opening an F/A-18 Mission Load file, with
an open Airborne Electronic Attack Mission File, corrupted
the Mission Load file, and electrostatic discharge can cause
the JMPS-M computer to crash during the loading of a Data
Transfer Device. JMPS-M does not collect and store all data
required for full HARM post-flight mission analysis. The
TOLD functionality remains inoperative in MPE 2.3.1, as it
has in all MPE 2.XX series of IMPS software.

Because the IOT&E was compressed, there were not enough
test hours to calculate JMPS-E reliability with 80 percent
confidence from IOT&E data alone. However, if integrated
testing is included in the reliability calculations, then JMPS-E
met the 72-hour mean time between operational mission
failure requirement with 97 percent confidence.

JMPS-E was effective for supporting expeditionary and
amphibious operations. Fleet operators were successfully
able to use JMPS-E to produce amphibious operations tasking
messages, graphical representations of the operations arcas
and the possible effects of different types of supporting fire on
battlespace geometry, and courses of action briefings for senior
leadership. Planners used these products in daily briefings to
senior leadership aboard the USS Bataan.

JMPS-E is suitable for supporting expeditionary and
amphibious operations. During the course of operational



testing, JMPS-E experienced no operational mission failures
during more than 257 hours of testing for an operational
availability of 99.96 percent. It also met or exceeded all
maintainability requirements. There were minor human
factors interface problems revolving around MPE access to
aeronautical database information (Digital Aeronautical Flight
Information File data) as well as outdated documentation for
utilizing the software.

COTF determined that JMPS-E did not have any major
information assurance deficiencies and was capable in the
areas of protecting fleet planners’ data and information;
detecting and reacting to threats to that data; and restoring fleet
planners’ data and information following a cyber-attack.

Recommendations
 Status of Previous Recommendations. The Navy is

satisfactorily addressing the FY 10 recommendations.

* FY11 Recommendations. The Navy should:

1. Demonstrate that users can transfer mission planning data
from JMPS computers to powered F/A-18 and EA-18

platform flight computers during developmental testing
prior to entrance into operational testing.

. The Navy should develop and implement a dedicated

process to implement required fixes to flight performance
and monitor TOLD data within all MPEs in order to
eliminate delays with certification/de-certification of TOLD
data for operational use.

. Before allowing fleet release of the EA-18G portion of

MPE 2.3.1, conduct Verification of Correction of
Deficiencies testing on the MPE to demonstrate that
problems identified during the operational test have been
corrected.

. Incorporate all Digital Aeronautical Flight Information File

information into the JMPS-E MPE.

. Continue to monitor mean time between operational

mission failures aboard the USS Bataan to ensure that
JMPS-E continues to meet required reliability.

. Update the JMPS-E MPE system documentation to support

V1.0.0.7.
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Light Armored Vehicle (LAV) Upgrade

Executive Summary

The Marine Corps has developed a special purpose kit to
improve protection from under vehicle attacks. This kit
(known as the D-Kit) is designed to work with the ballistic
protection upgrade package (BPUP) and is installed at the
discretion of the operational commander.

The Marine Corps began system-level underbody blast testing

in June 2011 at Aberdeen Proving Ground, Maryland, and they

have completed six shots; the data indicate that the D-kit has
increased crew protection.

System

The Family of Light Armored Vehicles shares a common

base platform configuration (eight-wheels, armored hull,
suspension, power plant, drive train, and auxiliary automotive
subsystem) among eight mission role variants. The LAV-25
personnel carrier is the predominant variant.

A Service Life Extension Program was initiated by the
Marine Corps in FY05 primarily to address obsolescence
deficiencies. The Marine Corps undertook the Survivability
Upgrade I program based on an Urgent Need Statement from
the operating forces. This upgrade became the LAV A2
configuration standard, and involved developing and installing
a BPUP, power pack enhancements, upgraded suspension, and
other modifications.

The BPUP system consists of three kits, two of which provide
additional protection against threats, while the third provides
an internal and external stowage system.

In 2007, the Program Management LAV Office internally
designed an underbody kit (known as a D-Kit) that can be
incorporated to counteract under-vehicle strikes. The D-kit
has been fielded since 2009.

LAV-25A2 Variant

Mission

Marine Corps commanders will use LAV to provide combined
arms reconnaissance, security missions, and mobile electronic
support.

Major Contractors

* General Dynamics Land Systems — Canada

» Conversion of a LAV Al to a LAV A2 is conducted at Marine
Corps Logistics Base — Albany, Georgia, and Marine Corps
Logistics Base —Barstow, California

Activity

DOT&E approved the LFT&E Strategy and the Event Design
Plan for the Follow-On System-Level Ballistic Testing of the
LAV Survivability Upgrade I in June 2011.

Follow-on system-level underbody testing began in June 2011
at Aberdeen Proving Ground, Maryland. The LAV program
office provided two fully armored LAV-25A2 assets to explore
and characterize the force protection capabilities and vehicle
vulnerability against underbody blast threats. Mine Resistant
Ambush Protected All Terrain Vehicle level threats are also
being tested.

The first test event on each vehicle was a full-up system-level
test. The test plan includes eight events with threat placement
varying from underbody to under wheel; the Marine Corps has
completed four events.

» Damage Assessment Meetings conducted after each event
aid the working group in the determination of the next threat
size and system-level event. Based on emerging test data, the
Army Research Lab, Aberdeen, Maryland, produces a crew
casualty report for each meeting.

Assessment

» The LAV A2 D-Kit is designed to work with the previously
installed BPUP system and is a special purpose mission kit
used in theatre at the discretion of the operational commander.
The BPUP provides armor protection to the sides and roof
of the vehicle, whereas the D-Kit provides additional armor
protection with a V-shaped hull under the vehicle.
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* Emerging results indicate that the LAV-25A2 D-Kit increases Recommendations

crew protection against under-vehicle strikes.  Status of Previous Recommendations. This is the first annual
* The location of the LAV-25A2 fuel cell, which is centered report for this program.

under the rear of the vehicle, increases crew vulnerability to * FY11 Recommendations. The Marine Corps should:

some under-vehicle threats. 1. Pursue additional LAV survivability upgrades, particularly
* Analysis indicates the D-Kit has the ability to increase crew blast mitigation seats, 5-point harness seat belts, and

protection to some IED threats. advanced suspension designs.
o Testing will continue through 2QFY 12. DOT&E will publish 2. Consider relocating the fuel cell of the LAV-25A2 at the

a report at that time. next survivability upgrade.
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Littoral Combat Ship (LCS)

Executive Summary

The Navy plans to acquire a total of 55 Littoral Combat
Ships (LCSs). In early FY11, the USD(AT&L) authorized
the purchase of hulls 3 through 22 (10 of each ship design;
LCS 1 class is a monohull constructed of steel and aluminum
and LCS 2 class is an all aluminum trimaran design) versus
the original intent of procuring just the down-selected design.
LCS 1 completed a 3 to 4 week shipyard maintenance

period to repair an underwater hull crack that had curtailed
seakeeping and human factors trials.

LCS 2 experienced major disruptions and delays caused

by problems with core systems and Mine Countermeasures
(MCM) mission modules, principally the Twin Boom
Extendible Crane, the lift platform, and the Remote
Multi-Mission Vehicle (RMMYV). LCS 2 also experienced
underwater hull damage in the area of the waterjet propulsors
caused by bimetallic corrosion.

The Navy announced that Raytheon’s Griffin missile system
will provide an interim replacement for the canceled Army
Non-Line-of-Sight Launching System and Precision Attack
Missile for later increments of Surface Warfare (SUW)
mission packages.

OSD approved the Navy’s request to split the program into
two separate acquisition programs — one for seaframes and the
other for mission modules. The Navy also established a new
Program Executive Officer for LCS Programs to oversee the
seaframe and mission modules program offices and related
mission system program offices.

System

The LCS is designed to operate in the shallow waters of the

littorals where larger ships cannot maneuver as well. It is

intended to accommodate a variety of individual warfare

systems (mission modules) assembled and integrated into

interchangeable mission packages.

The Navy currently plans to field MCM, SUW, and

Anti-Submarine Warfare (ASW) mission packages.

The Navy is buying two ship (seaframe) designs:

- USS Freedom (LCS 1) class is a semi-planing monohull
constructed of steel and aluminum.

- USS Independence (LCS 2) class is an aluminum trimaran
design.

Common design characteristics:

- Combined two diesel and gas turbine propulsion with four
waterjet propulsors

- Sprint speed in excess of 40 knots, draft of less than
20 feet, and range in excess of 3,500 nautical miles at
14 knots

- Accommodations for up to 76 personnel (air detachment,
mission module personnel, and core crew of no more
than 40)

LCS 1

- A Common Mission Package Computing Environment
for mission package command and control

- Hangars sized to embark MH-60R/S and Vertical
Take-Off Unmanned Aerial Vehicles (VTUAVs)

- 57 mm BOFORS Mk 3 gun

The designs have different core combat systems to

provide command and control, situational awareness, and

self-defense against anti-ship cruise missiles and surface

craft.

- LCS 1: COMBATSS-21, an Aegis-based integrated
combat weapons system with a TRS-3D (German)
air/surface search radar, Ship Self-Defense
System Rolling Airframe Missile (RAM) system
(one 21-cell launcher), and a DORNA (Spanish)
Electro-Optical/Infrared for 57 mm gun fire control.

- LCS 2: Integrated combat management system (derived
from Dutch TACTICOS system) with a Swedish 3D
air/surface search radar (Sea Giraffe), one RAM (11-cell)
launcher integrated with the Close-In Weapons System
(Mk 15) search and fire control radars (called SeaRAM),
and Sea Star SAFIRE Electro-Optical/Infrared for 57 mm
gun fire control.
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* More than a dozen individual programs of record involving

sensor and weapon systems and other off-board vehicles make
up the individual mission modules.

The Navy plans to acquire a total of 55 LCSs. In early FY11,
the USD(AT&L) authorized the purchase of hulls 3 through 22
(10 of each ship design) vice the original intent of procuring
just the down-selected design.

Mission
* The Maritime Component Commander will employ LCS to

conduct MCM, ASW, or SUW based on the mission package
fitted into the seaframe. With the Maritime Security Module
installed as part of the SUW mission package, the ship can
conduct visit board search and seizure maritime interception
operations. Commanders can employ LCS in a maritime
presence role regardless of the installed mission package based
on capabilities inherent to the seaframe.

The Navy can deploy LCS alone or in conjunction with other
ships.

Major Contractors

LCS1

- Prime: Lockheed Martin Maritime Systems and
Sensors — Washington, District of Columbia

- Shipbuilder: Marinette Marine — Marinette, Wisconsin

LCS2

- Prime: General Dynamics Corporation Marine Systems,
Bath Iron Works — Bath, Maine

- Shipbuilder: Austal USA — Mobile, Alabama

Mission Packages

- Future Mission Package Integration contract awarded to
Northrop Grumman — Los Angeles, California

Activity
* Inearly FY11, the USD(AT&L) authorized the Navy to

implement a dual award acquisition strategy to award each

prime contractor a 10-ship block buy contract for the period

FY10-15; the Navy subsequently contracted to buy two ships

from each contractor with funds appropriated for FY'10 and

FY11 (LCS 5-8).

DOT&E approved changes to the LCS LFT&E Management

Plan in February 2011. The changes reflect the Navy’s

decision to continue the procurement of both seaframe variants

of the LCS Class and identify additional live fire testing and
resources needed to adequately assess the survivability of both
ship designs.

- Management Plan designates LCS 3 and LCS 4 as the ships
that will undergo shock trials in 2014.

- The Navy is developing 57 mm and 30 mm ammunition
LFT&E Management Plans to submit for approval in
FY12.

OSD approved the Navy’s request to split the program into

two separate acquisition programs — one for seaframes and

the other for mission modules. The Navy also established a

Program Executive Officer for LCS Programs to oversee the

seaframe and mission modules program offices and related

mission system program offices.

The Navy announced that Raytheon’s Griffin missile system

will replace the cancelled Army Non-Line-of-Sight Launching

System and Precision Attack Missile as an interim capability

in a later increment of SUW mission packages. The Navy

plans to conduct a new competition to select a missile system

as a permanent solution to be incorporated into a post-FY 16

increment.

The Navy also announced that the ASW mission package

(Increment II) will comprise a Variable Depth Sonar (VDS),

the Fire Scout VTUAYV, a Multi-Function Towed Array, Light

Weight Tow (a torpedo decoy system), and the MH-60R

helicopter and associated sensors and weapons.
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LCS 1:

- Developmental T&E of core seaframe systems resumed
in the first half of FY'11 after pausing to allow the ship to
participate in counter-narcotics operations and a major
naval exercise in FY'10. Events completed included air
defense tracking, gun accuracy verification, signature
measurements, and surface target tracking and engagement.
Events that were only partially completed because of
equipment/integration problems included seakeeping
trials, evaluation of the effects of ship motion on crew
performance and fatigue, evaluation of the WBR-2000
Electronics Support Measures systems performance, and
VTUAYV dynamic interface testing.

- The ship completed a short industrial availability to repair
an underwater hull crack that had curtailed seakeeping and
human factors trials.

- LCS 1 commenced a post shakedown availability in June
and remained in the shipyard through the end of the fiscal
year.

LCS 2:

- Developmental T&E of core seaframe systems commenced
at the end of FY'10 and continued throughout FY11.
Events completed included combat systems alignment
and characterization; basic surface and air target tracking;
datalink performance checks; launch, handling, and
recovery of rigid hull inflatable boats in moderate sea
conditions; initial integration/performance testing of MCM
mission modules; shipboard noise measurements; and
radar cross section measurements. Events that were only
partially completed because of equipment deficiencies
included evaluation of the Identification Friend-or-Foe
systems; seakeeping trials; evaluation of the effects of
ship motion on crew performance and fatigue; and launch,
handling, and recovery of the Remote Multi-Mission
Vehicle (RMMYV).



- LCS 2 completed a 3- to 4-week shipyard maintenance
period to make interim repairs to underwater hull damage
in the area of the waterjet propulsors caused by bimetallic
corrosion.

Assessment
¢ This assessment is based on limited information from

developmental test progress reports. The program offices have

not released any formal developmental T&E reports.

LCS 1:

- While LCS 1 was not able to complete all planned
developmental T&E in FY'11, major portions of most
events were completed, and the ship did not experience any
major disruptions other than those caused by discovery and
repair of the hull crack.

LCS 2:

- LCS 2 testing experienced major disruptions and delays
caused by problems with the Twin Boom Extendible
Crane used to launch, handle, and recover watercraft and
the RMMYV, which is still under development. Additional
disruptions were caused by failure of the lift platform
used to move mission systems and other equipment
between the mission bay and hangar; the Multi-Vehicle
Communications system; the Identification Friend-or-Foe
systems; satellite communications systems; hull corrosion;
and propulsion systems.

Both developmental and operational testing of the

AN/AQS-20A Sonar Mine Detecting Set, an Airborne

Mine-countermeasures mission module system within the

LCS MCM mission package, revealed the system is deficient

in meeting required thresholds for False Classification Density

(FCD) and Vertical Localization. These deficiencies may

preclude the LCS MCM mission package from meeting its

required threshold for Area Coverage Rate Sustained (ACRS).

If the FCD and Vertical Localization deficiencies are not

corrected prior to IOT&E, they may adversely affect the

operational effectiveness of the LCS MCM Mission Package.

Developmental testing of the Airborne Laser Mine Detection

System (ALMDS), an Airborne Mine-countermeasures

mission module system within the LCS MCM mission

package, revealed the system is deficient in meeting the
required threshold for FCD. This deficiency will likely
preclude the LCS MCM mission package from meeting its
required threshold for ACRS. If the ALMDS FCD deficiency

is not corrected prior to IOT&E, it will adversely affect the
operational effectiveness of the LCS MCM Mission Package.
LCS is not expected to be survivable in a hostile combat
environment. This assessment is based primarily on a
review of LCS design requirements, which do not require the
inclusion of the survivability features necessary to conduct
sustained operations in its expected combat environment.
Even though two ships are already operational and two more
are under construction, DOT&E cannot provide additional
insight into the survivability of the class, or better assess the
extent of their vulnerability to expected threats because the
Navy has significantly delayed the release of their Detail
Design Integrated Survivability Assessment Reports for both
designs.

Recommendations

Status of Previous Recommendations. Two recommendations
from FYO05 and FY06 remain that involve a risk assessment
on the adequacy of Level I survivability and detailed
manning analyses to include mission package support. The
Navy has partially addressed one FY09 recommendation

to develop an LFT&E program with the approval of the

LFT&E Management Plan; however, the recommendation

will not be fully addressed until the details of the surrogate

testing and the lethality testing are developed. Both of the

FY10 recommendations remain valid. The Navy should

implement all recommendations from DOT&E’s Combined

Operational and Live Fire Early Fielding Report and address

all deficiencies noted in the Navy’s Board of Inspection and

Survey Acceptance Trials report.

FY11 Recommendations.

1. The Navy should investigate solutions and correct
AN/AQS-20A FCD and Vertical Localization deficiencies
prior to the LCS MCM Mission Package IOT&E.

2. The Navy should investigate solutions and correct the
ALMDS FCD deficiency prior to the LCS MCM Mission
Package IOT&E.

3. While the final survivability assessment of LCS cannot
be made until the full ship shock trials and total ship
survivability trials are completed, the Navy should continue
to report vulnerabilities discovered during live fire tests and
analyses. Doing so will inform acquisition decisions as
soon as possible in the procurement of the LCS class.
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LHA-6 New Amphibious Assault Ship
(formerly LHA(R))

Executive Summary

* LHA-6 will likely meet its Key Performance Parameters
for vehicular stowage space, Joint Strike Fighter capacity,
vertical take-off and landing spots, cargo space, and troop
accommodations. However, as the ship does not have a well
deck, its capability to carry vehicles and cargo will be limited
to those that can be air lifted off the ship, which ultimately will
limit the capability of the Amphibious Ready Group (ARG) to
support the Marine Expeditionary Unit (MEU).

* The Navy has not produced a concept of operations or concept
of employment that accounts for the ship’s lack of a well deck
or that takes advantage of its enhanced aviation capability.

» Based on combat systems testing on other platforms, it is
unlikely that LHA-6’s Ship Self-Defense System (SSDS)

Mk 2-based combat system will meet the ship’s Probability of
Raid Annihilation (PRA) requirement against anti-ship cruise
missiles (ASCMs).

* LFT&E analysis completed to date identified potential
problems in susceptibility and vulnerability that would likely
result in the LHA-6 being unable to maintain or recover
mission capability following a hit by certain threat weapons,
the details of which are classified.

System

LHA-6 is a large-deck amphibious ship designed to support

a notional mix of fixed-wing and rotary-wing aircraft

consisting of 12 MV-22s, 6 F-35B Joint Strike Fighters (Short

Take-Off/ Vertical Landing variant), 4 CH-53Es, 7 AH-1s/UH-1s,

and 2 embarked H-60 Search and Rescue (SAR) aircraft, or a

load-out of 20 F-35Bs and 2 embarked H-60 SAR aircraft. The

ship has several characteristics, including:

It does not have a well deck, which is traditionally used for
amphibious operations. Instead, the ship has greater aviation
storage capacity and an increase in the size of the hangar bay,
which is necessary to accommodate the increased maintenance
requirements of the F-35B and the MV-22. Additionally,
two maintenance areas with high overhead clearance are
incorporated into the design of the ship to accommodate
wings-open MV-22 maintenance. Shipboard medical spaces
were reduced by approximately two-thirds compared to
contemporary LHDs to expand the hangar bay.

* The combat system includes the SSDS Mk 2 and the Close-In
Weapon System Block 1B for defense against air threats
and small surface craft. The SSDS Mk 2 integrates the
AN/SPS-48E long-range air search radar, AN/SPQ-9B horizon
search radar, Cooperative Engagement Capability, Rolling
Airframe Missiles (RAMs), Evolved SeaSparrow Missiles
(ESSMs), and AN/SLQ-32B(V)2 electronic warfare systems

with the Nulka-equipped Mk 53 Decoy Launching System
into a single command and control system for both hard and
soft kill.

* Propulsion is provided by two marine gas turbine engines,
two electric auxiliary propulsion motors, and two controllable
pitch propellers. Six diesel generators provide electric power.

* Command, Control, Communications, Computers, and
Intelligence (C4I) facilities and equipment to support Marine
Corps Landing Force operations are part of the program of
record.

Mission

The Joint Maritime Component Commander will employ LHA-6

to:

» Act as the centerpiece ship of an ARG; it will be the primary
aviation platform with space and accommodations for Marine
Corps vehicles, cargo, ammunition, and more than
1,600 troops

* Serve as an afloat headquarters for an MEU, Amphibious
Squadron, or other Joint Force commands using its C4I
facilities and equipment

* Accommodate elements of a Marine Expeditionary Brigade
when part of a larger amphibious task force

* Carry and discharge combat service support elements and
cargo to sustain the landing force

* Conduct non-combatant evacuation operations and other crisis
response missions such as humanitarian assistance/disaster
relief

Major Contractor
Huntington Ingalls — Pascagoula, Mississippi
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Activity
» The Navy conducted an operational assessment from June

to August 2008 in accordance with the DOT&E-approved

test plan. Experienced fleet operators (Navy and Marine
Corps) reviewed ship plans and specifications, data on fielded
systems, and previous testing conducted on systems that will
be installed on LHA-6. Since that time, no specific operational
testing has occurred with the exception of enterprise testing on
the Self-Defense Test Ship (SDTS). Further information on
the SDTS can be found in the Ship Self Defense report.

The Navy has conducted a variety of LFT&E testing

and analyses using surrogate ship platforms (including

the ex-Saipan (LHA-2) and scale models to develop an
understanding of vulnerabilities of LHA-6 design against
typical weapons effects. The Navy will prepare a survivability
assessment report in FY'12.

e The Test and Evaluation Master Plan (TEMP) is under revision

Assessment
* LHA-6 will likely meet its Key Performance Parameters

for vehicular stowage space, Joint Strike Fighter capacity,

vertical take-off and landing spots, cargo space, and troop

accommodations, but because the ship does not have a well
deck, its capability to carry vehicles and cargo will be limited
to those that can be air lifted off the ship. This ultimately will
limit the capability of the ARG to support the MEU.

The Navy and Marine Corps have not produced a concept

of operations or concept of employment that accounts for

the ship’s lack of a well deck or that takes advantage of its

enhanced aviation capability.

LHA-6 provides substantially reduced medical capabilities as

compared to current LHA and LHD-class ships.

SSDS Mk 2-based combat systems testing revealed

deficiencies and limitations that make it unlikely that LHA-6

will meet its PRA requirements. Specific deficiencies and
limitations include the following:

- ESSM has not demonstrated capability against the three
classes of ASCM threats that justified its development.

- RAM’s performance is degraded against certain threat
profiles.

- Due to long-standing and previously identified legacy
sensor limitations, LHA-6 may be vulnerable to certain
airborne threat flight profiles.

- Nulka’s flight profile, during recent test events, deviated
from expectations significantly enough to degrade its
effectiveness against some threats. Additionally, the time
required to deploy Nulka was longer than allowed by
standard Navy tactics, which reduces its effectiveness.

- Training deficiencies with SSDS Mk 2-based combat
systems continue to degrade the system’s effectiveness.

- Nulka and SLQ-32’s capability is substantially degraded
against a certain type of modern ASCM threats.

- To date, ESSM and RAM have only had limited amount
of testing against Low Velocity Air Threats under
operationally-realistic conditions.
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The ship’s Collective Protection System (CPS) is not designed
to protect critical operational and medical spaces and provides
less coverage then the CPS being retrofitted to the LHD-1
class.

Jet blast from the F-35Bs is expected to produce unsafe forces

on flight deck personnel up to 75 feet from the short take-off

line.

MV-22 operations produce heat levels that might damage the

flight deck and overwhelm the environmental controls in the

spaces immediately below the flight deck.

The vehicle ramp for moving equipment from the hangar

deck to the flight deck is limited to 12,000 pounds and cannot

handle the weight of armored High Mobility Multi-purpose

Wheeled Vehicles (HMMW Vs)

LFT&E analysis completed to date identified potential

problems in susceptibility and vulnerability that would likely

result in the LHA-6 being unable to maintain or recover
mission capability following a hit by threat weapons.

- Some fluid systems need additional isolation valves,
sensors and remote operators to allow rapid identification
and isolation of damage and reconfiguration for restoration
of the mission capability they support.

- Electrical power continuity following damage to critical
C4I and self defense systems needs to be improved.

- The hangar bay needs a divisional door to limit damage
from fire and smoke.

Planned flight deck manning is insufficient to support the surge

flight deck operations at the level required by the CDD.

Recommendations
 Status of Previous Recommendations. In response to the

FYO08 recommendations, the Navy conducted a study to
re-affirm their decision to remove two Nulka launchers,

and partially addressed the recommendation to add an AN/
SPA-48E radar to the SDTS, but still needs adequate resources
to procure enough targets for IOT&E. The five remaining
FYO08 recommendations are still valid. Additionally, one
FYO05 recommendation remains regarding the need to conduct
detailed analyses to understand cargo, vehicle, and passenger
flow routes throughout the ship to support troop embarkation,
debarkation, and backload.

* FY11 Recommendations. The Navy should:

1. Conduct an end-to-end analysis to discover—
= How the ARG will compensate for the lost surface
connector capability
= If the medical spaces will be adequate to support the
MEU needs
= If an LHA-6-centered ARG can support the rapid buildup
of forces ashore

2. Develop a concept of operations or concept of employment

to describe LHA-6 employment.

3. Alter the vehicle ramp from the hangar bay to the flight

deck to accommodate the up-armored HMMWV.



. Ensure that systems engineering deficiencies related to
SSDS Mk 2-based combat systems and other combat
system deficiencies are corrected so that LHA-6 can satisfy
its PRA requirement.

. Back-fit the alterations to the LHD-1 CPS into LHA-6

and program them for LHA-7 to improve and expand the
protected area.

. Consider the use of solid state automatic bus transfer
switches to improve the survivability of electrical power to
vital C4I and self-defense systems to improve survivability.
. Consider hangar bay divisional doors for LHA-7 to improve
the ability to contain a fire and limit the spread of smoke
and damage to improve survivability.

8. Provide improved isolation valves and pressure transducers

to enable the crew to isolate damage and restore vital fluid
systems to improve survivability.

. Study flight deck manning needs to support surge

operations. Mitigation plans should be demonstrated during
IOT&E.

10.Determine mitigations for safe operations of the F-35B and

MV-22 from the flight deck.

11.The survivability improvement recommendations resulting

from the analysis of the LHA-6 design should be evaluated
for incorporation into the LHA-7 design.
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LPD-17 San Antonio Class Amphibious Transport Dock

Executive Summary

» The Navy has indicated that many deficiencies identified
in [OT&E have been corrected, but they have yet to
demonstrate these corrections in an operationally-realistic
environment during FOT&E.

» The Navy’s Board of Inspection and Survey assessed the
material condition of LPD-21 as satisfactory.

System

LPD-17 is a diesel engine-powered ship designed to embark,

transport, and deploy ground troops and equipment. Ship to

shore movement is provided by Landing Craft Air Cushion

(LCAC), Landing Craft Utility (LCU), Amphibious Assault

Vehicles (AAVs), MV-22 tiltrotor aircraft, and/or helicopters.

Key ship features and systems include the following:

» A floodable well deck for LCAC, LCU, and AAV
operations

» Aflight deck and hangar to support various Navy and
Marine Corps aircraft

* Command, Control, Communications, Computers, and
Intelligence facilities and equipment to support Marine
Corps Landing Force operations

» A Ship Self-Defense System (SSDS) Mk 2 Mod 2 with
Cooperative Engagement Capability equipped with Rolling
Airframe Missiles (RAM), the SLQ-32B (V)2 (with Mk 53
Nulka electronic decoys) passive electronic warfare system,
and radars (SPQ-9B horizon search radar and SPS-48E
long-range air search radar) to provide air warfare ship
self-defense

* Two Mk 46 30 mm gun systems and smaller caliber
weapons to provide defense against small surface threats

» A Shipboard Wide Area Network that serves as the data
backbone for all electronic systems. (LPD-17 is one of the
first ships built with a fully integrated data network system.)

Mission

A Fleet Commander will employ LPD-17 class ships to conduct
Amphibious Warfare. The ship will normally deploy with a
notional three-ship Amphibious Ready Group (ARG) but can
operate independently. In these roles, the ship will:

.

Transport combat and support elements of a Marine
Expeditionary Unit or Brigade

Embark, launch, and recover LCACs, LCUs, and AAVs for
amphibious assault missions

Support aerial assaults by embarking, launching, and
recovering Marine Corps aircraft

Carry and discharge cargo to sustain the landing force
Conduct non-combatant evacuation operations and other crisis
response missions

Major Contractor
Huntington Ingalls — Pascagoula, Mississippi

Activity

The Total Ship Survivability Trial and Full Ship Shock Trial,
completed in FY08, are the primary sources of data for
DOT&E’s survivability assessment. The Navy completed their
final Vulnerability Assessment Report in FY11.

Assessment

* In the June 2010 DOT&E Combined Operational and
Live Fire Test Report, LPD-17 was assessed as capable of
conducting amphibious operations in a benign environment,
but not operationally effective, suitable, or survivable in a
hostile environment due to significant reliability deficiencies
on major systems affecting communications, propulsion, and

self defense. The Navy still has several deferred test events
to complete during FOT&E including: chemical/biological/
radiological defense, information assurance, and vulnerability
against enemy mines.

The Navy has made progress in improving reliability and
availability of critical ship systems affecting communications
and propulsion; however, the Navy has not yet demonstrated
the systems’ performance in an operationally-realistic
environment.

Additionally, the LPD-17 self-defense system did not
demonstrate adequate capability to defend the ship against the
threats it is likely to encounter.
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* The ship has not yet demonstrated an adequate command,
control, communications, computers, and intelligence

capability. The Navy still needs to validate critical Information

Exchange Requirements and pursue a formal Information
Support Plan to support a Joint Interoperability Certification,
but was granted a six month interim Joint Certification that
expires January 31, 2012.

* Probability of Raid Annihilation test bed events and the
Self-Defense Test Ship events revealed 13 combat systems

deficiencies and underscored 5 previously known deficiencies

the details of which are classified. While some potential
improvements have been made to RAM Block II; RAM
Helicopter, Aircraft, Ship mode; SPS-48E and the Advanced
Electronic Mast System; SPQ-9B and SSDS Mk 2 software
upgrades; the Navy has not conducted FOT&E to verify the
effectiveness of these changes.

 Unlike the first four ships of the class, the Board of Inspection

and Survey assessed the material condition of LPD-21 as
satisfactory.

Recommendations

 Status of Previous Recommendations. The Navy has
satisfactorily addressed the ship’s interoperability
with AV-8 aircraft and completed Probability of Raid
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Annihilation modeling and simulation efforts. All additional
recommendations made in FY07, FY0S8, FY09, and FY10
remain valid.

The Navy has made reliability improvements to the Ship

Wide Area Network, Interior Voice Communications System,

Engineering Control System, Cargo Ammunition Magazine

elevators, vehicle ramps, main propulsion diesel engines, and

electrical distribution systems and steering systems consistent
with previous year’s recommendations, but they have yet to
demonstrate these improvements in operationally-realistic
environments during FOT&E.

FY11 Recommendations. The Navy should:

1. Complete deferred test events to include chemical/
biological/radiological defense, information assurance, and
Vulnerability against enemy mines using the Advanced
Mine Simulation System.

2. Correct deficiencies identified in the Naval Sea Systems
Command Total Ship Survivability Trial and Full Ship
Shock Trial reports.

3. Incorporate FOT&E into the updated LPD-17 Test and
Evaluation Master Plan to evaluate the efficacy of the
corrective actions taken by the Navy to address DOT&E’s
recommendations.



MH-60R Multi-Mission Helicopter

Executive Summary

* Combined MH-60R/S FOT&E on Pre-Planned Product
Improvement (P31) components commenced in FY08 and
is expected to continue into FY'13. The first phase of P31
components completed operational testing in September 2009.
The second phase of P31 components began operational testing
in 2QFY 11 and is anticipated to complete in 1QFY12. The
third phase of P31 components is expected to begin operational
testing in 2QFY'12.

* DOT&E issued a combined FOT&E report in November 2010
assessing the first phase of P31 implemented on the MH-60R
and the MH-60S with the following findings:

- The MH-60R, as tested with the first phase of P31
components, is operationally effective for all missions with
the exception of Surface Warfare (SUW).

- The MH-60R, as tested with the first phase of P31
components, is operationally suitable for all missions.

- The MH-60R is survivable for all missions.

» The analysis of test data collected during combined
MH-60R/S FOT&E of the second phase of P31 components
is still in progress. No preliminary evaluation is available.
DOT&E expects to issue a formal test report in 2QFY 12.

System

The MH-60R is a ship-based helicopter designed to operate

from Cruisers, Destroyers, Frigates, Littoral Combat Ships,

and Aircraft Carriers. It is intended to replace the SH-60B and

SH-60F.

It incorporates dipping sonar and sonobuoy acoustic
sensors, multi-mode radar, electronic warfare sensors, a

It employs torpedoes, Hellfire air-to-surface missiles, and
crew-served mounted machine guns.
It has a three-man crew: two pilots and one sensor operator.

Mission

The Maritime Component Commander employs the MH-60R

from ships or shore stations to accomplish the following:

¢ SUW, Under Sea Warfare, Area Surveillance, Combat
Identification, and Naval Surface Fire Support missions
previously provided by two different helicopters (SH-60B and
SH-60F)

» Support missions such as Search and Rescue at sea and, when
outfitted with necessary armament, maritime force protection
duties

Major Contractors
» Sikorsky Aircraft Corporation — Stratford, Connecticut
* Lockheed Martin Mission System and Sensors — Owego,

forward-looking infrared sensor with laser designator, and an New York
advanced mission data processing system.
Activity Assessment

* DOT&E issued a combined FOT&E report in November 2010
assessing the first phase of P31 implemented on the MH-60R
and the MH-60S.

* Commander, Operational Test and Evaluation Force (COTF)
commenced the second phase of P31 combined MH-60R/S
FOT&E on the Integrated Maintenance Diagnostic System and
the Ground Proximity Warning System in 2QFY11; testing
is anticipated to complete in 1QFY12. COTF conducted the
testing in accordance with the DOT&E-approved test plan.

* All LFT&E activities have been completed and reported in the
LFT&E Report to Congress in 2008.

* The MH-60R Multi-Mission Helicopter, tested with the first
phase of P31 components, is operationally effective for all
missions with the following exception: the MH-60R with
Multi-spectral Targeting System is not operationally effective
to conduct SUW missions.

* The MH-60R, tested with the first phase of P31 components, is
operationally suitable for all missions. P31 testing identified
suitability deficiencies with Link 16 that did not diminish the
overall suitability of the aircraft.

* The MH-60R is survivable for all missions. The incorporation
of the first phase of P31 components in MH-60R aircraft did
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not alter the survivability of the aircraft. No dedicated LFT&E 2. Investigate and apply corrections to Link 16 deficiencies to

events were conducted in support of the MH-60R P31 testing. include possible changes to employment tactics, techniques,
* The analysis of test data collected during combined MH-60R/S and procedures. The Navy should verify corrections in

FOT&E of the Integrated Maintenance Diagnostic System and FOT&E.

the Ground Proximity Warning System is still in progress. No 3. Correct and test deficiencies revealed in SUW testing.

preliminary evaluation is available. DOT&E expects to issue a 4. Investigate and apply corrections to the APX-118

formal test report in 2QFY12. Transponder aircraft track angle information disparity

deficiency and verify corrections in FOT&E.

Recommendations * FY11 Recommendations. None.

 Status of Previous Recommendations. The Navy did not
address any of the four previous recommendations. The Navy
should still:
1. Identify the cause and corrective action to resolve the
frequent failures of the Airborne Low Frequency Sonar reel
and cable assembly.
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MH-60S Multi-Mission Combat Support Helicopter

Executive Summary
* Combined MH-60R/S FOT&E on Pre-Planned Product
Improvement (P31) components commenced in FY08 and
is expected to continue into FY13. The first phase of P31
components completed operational testing in September 2009.
The second phase of P31 components began operational testing
2QFY 11 and is anticipated to complete in 1QFY12. The third
phase of P31 components is expected to begin operational
testing in 2QFY12.
* DOT&E issued a combined FOT&E report in November 2010
assessing the first phase of P31 implemented on the MH-60R
and the MH-60S. The report rendered the following findings:
- The MH-60S, as tested with the first phase of P31
components, is operationally effective for all missions
with the exception of Surface Warfare (SUW) and Combat
Search and Rescue (CSAR).

- The MH-60S, as tested with the first phase of P31
components, is operationally suitable for all missions.

- The MH-60S is survivable for all missions.

» The analysis of test data collected during combined
MH-60R/S FOT&E of the second phase of P31 components
is still in progress. No preliminary evaluation is available.
DOT&E expects to issue a formal test report in 2QFY 12.

» The analysis of test data collected during the operational
assessment (OA) of the MH-60S Block 2A Airborne Mine
Countermeasures (AMCM) System and the AN/AQS-20A
Sonar Mine Detecting Set is still in progress. No preliminary
evaluation is available. DOT&E expects to issue a formal test

crew-served side machine guns, dual-sided Hellfire
air-to-surface missiles, and defensive electronic
countermeasures

- Block 3B — Armed Helicopter. Block 3A with addition of
tactical datalink (Link 16)

* Pre-Planned Product Improvement (P31) components
add Link 16 and various communication, navigation, and
command and control upgrades.

Mission
The Maritime Component Commander can employ variants of
MH-60S from ships or shore stations to accomplish the following

report in 2QFY12. missions:
* Block 1 — Vertical replenishment, internal cargo and personnel
System transport, medical evacuation, Search and Rescue, and Aircraft

* The MH-60S is a helicopter modified into three variants
(Blocks) from the Army UH-60L Blackhawk. It is optimized .
for operation in the shipboard/marine environment.

* The Blocks share common cockpit avionics and flight
instrumentation with the MH-60R. .

* Installed systems differ by Block based on mission:

Carrier Plane Guard

Block 2 — Detection, classification, and/or neutralization of sea
mines depending on which AMCM systems are employed on
the aircraft

Block 3 — CSAR, SUW, Aircraft Carrier Plane Guard,
Maritime Interdiction Operations, and Special Warfare

- Block 1 — Fleet Logistics. Precision navigation and Support
communications, maximum cargo or passenger capacity
- Block 2A/B— AMCM. AMCM systems operator Major Contractors

workstation, tether/towing system, any one of five .

- Sikorsky Aircraft Corporation — Stratford, Connecticut
mine countermeasure (MCM) systems currently under .

Lockheed Martin Mission System and Sensors — Owego,

development (including the AN/AQS-20A Sonar Mine
Detecting Set and the Airborne Laser Mine Detection
System (ALMDYS))

- Block 3A — Armed Helicopter. Tactical moving map
display, forward-looking infrared with laser designator,

New York

Raytheon Company, Integrated Defense Systems — Tewksbury,
Massachusetts

Northrop Grumman Corporation — Melbourne, Florida
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Activity

DOT&E issued a combined FOT&E report in November 2010
assessing the first phase of P31 implemented on the MH-60R
and the MH-60S.

Commander, Operational Test and Evaluation Force (COTF)
commenced combined MH-60R/S FOT&E on the following
three P31 components: Integrated Maintenance Diagnostic
System, the Ground Proximity Warning System, and the
Active Vibration Control system (MH-60S only). This
second phase of P31 testing commenced in 2QFY 11 and is
anticipated to complete in 1QFY12. COTF conducted the
testing in accordance with the DOT&E-approved test plan.
All LFT&E activities have been completed and reported in
the LFT&E Report to Congress in 2008.

COTF conducted Phase A (Shore-based and Training

Phase) of the planned OA of the MH-60S Block 2 AMCM
System and the AN/AQS-20A Sonar Mine Detecting Set in
FY11. COTF conducted the testing in accordance with the
DOT&E-approved test plan. COTF conducted the OA in lieu
of the IOT&E originally planned for early FY11.

Phase B (Littoral Combat Ship (LCS) Ship-based Phase) of
the planned OA is expected to be conducted in FY 12, pending
the availability of an LCS to support the testing.

COTF planned the FY12 OA of the MH-60S Block 2 AMCM
System and the Airborne Laser Mine Detection System
(ALMDS). This OA will be conducted in lieu of the [OT&E
originally planned for early FY11.

The Navy rescheduled the IOT&Es to allow the additional
time to correct deficiencies and change the test articles to the
current production configuration; the tests will now coincide
with the IOT&E of MCM Mission Package on the LCS

in FY13.

Assessment

The MH-60S, as tested with the first phase of P31
components, is operationally effective for all missions with
the following exception: the MH-60S with Multi-spectral
Targeting System is not operationally effective to conduct
SUW and CSAR missions.

The MH-60S, as tested with the first phase of P31
components, is operationally suitable for all missions. P31
testing identified suitability deficiencies with Link 16 and
the Downed Aircrew Locator System (DALS) that did not
diminish the overall suitability of the aircraft.

The MH-60S is survivable for all missions.

The incorporation of the first phase of P31 components in
MH-60S aircraft did not alter the survivability of the aircraft.
No dedicated LFT&E events were conducted in support of
the MH-60S P31 testing.

The analysis of test data collected during combined
MH-60R/S FOT&E of the Integrated Maintenance Diagnostic
System, the Ground Proximity Warning System and the
Active Vibration Control system is still in progress. No
preliminary evaluation is available. DOT&E expects to issue
a formal test report in 2QFY'12.
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* The analysis of test data collected during Phase A of the

MH-60S Block 2A AMCM and the AN/AQS-20A Sonar
Mine Detecting Set OA is still in progress. No preliminary
evaluation is available. DOT&E expects to issue a formal test
report in 2QFY12.

Both developmental and operational testing of the AN/
AQS-20A revealed the system is deficient in meeting required
thresholds for False Classification Density (FCD) and Vertical
Localization Accuracy in some modes. If the FCD and
Vertical Localization deficiencies are not corrected prior to
IOT&E they will adversely affect the operational effectiveness
of AN/AQS-20A.

Developmental testing of the ALMDS revealed the system

is deficient in meeting the required threshold for FCD. If

the FCD deficiency is not corrected prior to IOT&E it will
adversely affect the operational effectiveness of ALMDS.

Recommendations
 Status of Previous Recommendations. The Navy has

not satisfactorily addressed any of the eight previous

recommendations. The Navy should still:

1. Demonstrate Block 3A Armed Helicopter Weapons System
(AHWS) operational effectiveness in the SUW mission
to include sufficient day and night overwater Hellfire
missile firings, which would exhibit the aircraft’s ability
to conduct attacks against threat-representative, evasively
maneuvering, seaborne targets from all weapon stations at
tactical ranges.

2. Develop a plan to allow safe shipboard storage of Block 3A

Armed Helicopter Weapons System kit components when
not installed and in use on the aircraft.

3. Determine aircraft carrier (CVN) shipboard compatibility of

the MH-60S Armed Helicopter under operationally realistic
conditions.

4. Improve the APR-39A(V)2 Radar Warning Receiver

effectiveness and consider increasing the number of ALE 47
Chaff/Flare dispensers.

5. Develop and refine Link 16 employment tactics, techniques,

and procedures to facilitate optimal employment of Link 16
functionality into MH-60S missions and verify results in
future OT&E.

6. Correct SUW deficiencies and verify correction through

subsequent testing.

7. Investigate and apply corrections to DALS deficiencies and

verify corrections in future OT&E. Deficiencies include
the inability to simultaneously receive Quickdraw situation
reports and DALS location reports; the incompatibility of
the Combat Survivor Evader Locator AN/PRQ-7 hand-held
radio with DALS; and electromagnetic interference from
the DALS infrared searchlight that induces navigational
bearing errors.

8. Investigate and apply corrections to APX-118 Transponder
aircraft track angle information disparity deficiency and
verify corrections in future OT&E.
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* FY11 Recommendations. The Navy should:

1. Investigate solutions and correct AN/AQS-20A FCD and 3. Conduct LCS Ship-based phases of the planned OAs of the
Vertical Localization deficiencies prior to [OT&E. MH-60S Block 2 and AN/AQS-20A, and of the MH-60S

2. Investigate solutions and correct the ALMDS FCD Block 2 and ALMDS MCM systems to reduce risk to the
deficiency prior to IOT&E. LCS MCM Mission Package IOT&E.
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Mk 48 Advanced Capability (ADCAP)
Torpedo Modifications

Executive Summary

* InFY11, the Navy began operational testing of the Advanced
Processor Build 4’s (APB4) tactical software for the Mk 48
Advanced Capability (ADCAP) Mod 7 Common Broadband
Advanced Sonar System (CBASS) torpedo and Mk 48
ADCAP Mod 6 Advanced Common Torpedo (ACOT). OT&E
is expected to continue through the end of FY12.

* From January to February 2011, the Navy conducted a Quick
Reaction Assessment (QRA) of the Mk 48 APB4 to evaluate
the torpedo’s capability against an emerging submarine
threat. In March 2011, the Navy’s Program Executive Officer
authorized a limited early fleet fielding of the Mk 48 APB4
torpedo to deploying submarines.

* On March 18, 2011, DOT&E delivered an Early Fielding
Report on the Mk 48 APB4 torpedo to the congressional
defense committees. DOT&E assessed that testing to date
indicated the Mk 48 APB4 has a limited capability against the
threat identified in the Urgent Operational Needs Statement
(UONS) under certain operational conditions; however,
the Navy did not have adequate threat surrogates for the
evaluation. DOT&E’s assessment also reported that the
APB4 torpedo did not demonstrate improvements over the
legacy torpedo, and may degrade current capabilities in certain
warfare scenarios.

System

* The Mk 48 ADCAP torpedo is the primary anti-submarine
warfare and anti-surface ship warfare weapon used by U.S.
submarines. Mk 48 ADCAP torpedo modifications are a series
of hardware and software upgrades to the weapon.

* Mk 48 Mod 5, Mod 6, Mod 6 Spiral 1, Mod 6 Advanced
Common Torpedo — Guidance and Control Box (ACOT), and
Mod 7 CBASS Phase I are fielded torpedoes.

* Mk 48 Mod 7 CBASS upgrades the Mk 48 ACOT with new
sonar designed to improve torpedo effectiveness through
future software upgrades. Phase 1 torpedoes deliver the initial
hardware and software; Phase 2 torpedoes are required to
deliver full capability.

* The software developed for CBASS Phase 2 is designated
APB4. The Navy subsequently determined that APB 4
software can run on ACOT weapons as well. As a result,
APB4 is being tested on both CBASS and ACOT weapons.
The Navy has authorized the limited fielding of Mk 48 APB4
torpedoes.

* CBASS is a co-development program with the Royal
Australian Navy.

Mission

The Submarine Force employs the Mk 48 ADCAP torpedo as a

long-range, heavy-weight weapon:

* For destroying surface ships or submarines

* In both deep-water open-ocean and shallow-water littoral
environments

Major Contractor
Lockheed Martin Sippican Inc. — Marion, Massachusetts

Activity

* The Navy’s Fifth Fleet issued a UONS in March 2010
requesting solutions to address an emerging submarine threat;
the Navy identified the Mk 48 ADCAP with APB4 software
as a solution. In November 2010, the Navy tasked the
Commander, Operational Test and Evaluation Force (COTF),
to conduct a QRA to support the early fielding of the Mk 48
APB4 to address the emerging threat. COTF observed and

analyzed the results of the program office and fleet in-water
Mk 48 APB4 exercises and developmental testing from
January to February 2011. In addition, COTF conducted
modeling and simulation assessments, using the Weapons
Analysis Facility (WAF) located at the Naval Undersea
Warfare Center, Newport, Rhode Island, to examine Mk 48
APB4 performance in baseline warfare scenarios.
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The Navy released the Mk 48 APB4 torpedo for limited
operational use in March 2011.

DOT&E delivered a report of early operational fielding to the
congressional defense committees in March 2011. DOT&E
considered test data and reporting from Mk 48 APB4’s
developmental testing, the QRA, and the performance of
legacy Mk 48 torpedoes in preparing the Early Fielding
Report.

The Navy updated the Joint Test and Evaluation Master Plan
to cover the APB4 with Mk 48 ADCAP CBASS and Mk 48
ADCAP ACOT, and to address the UONS threat. The Test
and Evaluation Master Plan is being routed for Navy approval
signatures.

The Navy developed a Submarine Launched Countermeasure
Emulator (SLACE) to support Mk 48 APB4 testing. The
SLACE emulator enables the Navy to conduct realistic torpedo
operational testing against threat submarine surrogates that can
employ mobile countermeasures. The Navy also developed a
Steel Diesel Electric Submarine surrogate to evaluate torpedo
performance against submarine threats in limited operational
scenarios.

The Navy’s program office fired 33 Mk 48 APB4 weapons
between May and August 2010 as part of the shallow water
technical evaluation. Between January and September 2011,
the Navy fired over 70 additional Mk 48 APB4 weapons
during fleet training events and the Navy’s QRA. These
torpedo shots supported the completion of developmental
testing as well as operationally realistic regression testing.

In August 2011, DOT&E directed the Navy to submit for
approval Operational Test Authority-developed test plans for
QRAs planned to support a fielding decision for programs on
the DOT&E oversight list.

DOT&E approved the OT&E test plan for Mk 48 APB4 on
July 14, 2011. DOT&E agreed to use operationally realistic
test and exercise data collected during the Mk 48 APB4 QRA
and technical evaluation to examine the new UONS threat
and to use operationally realistic fleet Mk 48 APB4 torpedo
firings for regression testing in order to reduce the torpedo test
resources required for OT&E. COTF and DOT&E selected
at-sea test events to focus on the new capabilities identified in
the Mk 48 requirements documents. Dedicated Mk 48 APB4
testing is expected to continue through the summer of CY12.
In September 2011, the Navy conducted 10 Mk 48 APB4
torpedo events using the Steel Diesel Electric Submarine
target surrogate at a shallow water site off the Virginia coast.
The purpose was to gain additional torpedo performance
information against stationary submarine threats.

In December 2011, the Navy proposed several Mk 48 APB4
torpedo software changes to correct problems identified in
completed testing and by fleet operators. The Navy’s testers
are evaluating possible revisions to operational testing.

The Navy conducted two successful Mk 48 Mod 6 Service
Weapons Test events in FY 10 and FY 11, using torpedoes
selected from the warshot inventory. These test events
confirmed the warhead performance of in-service and stored
Mk 48 torpedoes.

Mk 48

Assessment

The Navy’s QRA and WAF testing of the Mk 48 APB4 torpedo
enabled a limited assessment of its performance. DOT&E
assessed that testing to date indicated the Mk 48 APB4 has

a limited capability, under certain operational conditions,
against the threat identified in the UONS; however, the Navy
did not have adequate threat surrogates for the evaluation.
DOT&E’s assessment also reported that the APB4 torpedo

did not demonstrate expected improvements over the legacy
torpedo, and may degrade current capability in certain warfare
scenarios.

Additional information on Mk 48 APB4 performance can be
found in DOT&E’s classified Mk 48 ACOT and CBASS APB4
Early Fielding Report dated March 18, 2011.

The completed Mk 48 APB4 test events are being assessed
for operational realism and validity incrementally as the

fleet training and test events are completed. Due to delays

in completing the development of the SLACE mobile
countermeasure surrogate, some important operational testing
to confirm performance has not begun. DOT&E assesses

that Mk 48 APB4 performance against SLACE-like threats is
high risk because the program office completed little in-water
developmental testing. DOT&E expects the SLACE testing,
and the remainder of the dedicated testing, will complete in
FY12. Initial regression testing results indicate performance
in deep water areas has not substantially changed; however,
insufficient testing has been completed in other areas to allow
assessment.

Recommendations

Status of Previous Recommendations. The Navy has
addressed six of the eight previous recommendations. The
Navy continues to experience test delays, as fleet submarine
assets are not available for conducting operational testing.
Some improvements have been made by conducting regression
testing in conjunction with scheduled fleet training events

and by using WAF simulations; the Navy should continue to

address reducing test delays and improve these simulations

(FY05). The Navy conducts limited torpedo training and

testing in shallow waters because they do not have adequate

shallow water ranges or methods to expeditiously locate and
recover exercise torpedoes. Locating and recovering a torpedo
in open-ocean requires dedicated and expensive air and surface
assets. The Navy should develop shallow-water test and
training areas and modernize the exercise torpedo locating and
recovery systems (FY08).

FY11 Recommendations. The Navy should:

1. Complete development of threat representative target and
countermeasure surrogates for torpedo testing. In addition
to representing the physical and signature characteristics
of the threat, the surrogate should be capable of emulating
appropriate operational profiles of the threat.

2. Continue conducting the Mk 48 APB4 torpedo testing in

FY12. Testing should include the evaluation of torpedo
performance against submarine surrogates that employ the
SLACE countermeasure.



Mk 54 Lightweight Torpedo

Executive Summary

» The Navy’s Fifth Fleet issued an Urgent Operational Need
Statement (UONS) in March 2010 requesting solutions to
address an emerging submarine threat. The Navy identified
the Mk 54 Block Upgrade (BUQG) software as a solution.

* In August to September 2011, for the Quick Reaction
Assessment (QRA), the fleet fired 22 Mk 54 BUG torpedoes
against a Steel Diesel Electric Submarine surrogate target and
against U.S. attack submarine targets. Based on preliminary
results of this test, the Navy scheduled an additional phase
of in-water QRA in November 2011 and delayed the planned
early fielding until January 2012.

* The Navy did not complete adequate in-water or modeling and
simulation developmental testing of the Mk 54 BUG. As the
program office shifted resources to demonstrate that the Mk 54
BUG has a capability against the UONS emerging submarine
threat, testing focused on the UONS threat scenarios vice
the operational scenarios for which the Mk 54 BUG was
originally intended.

System

» The Mk 54 Lightweight Torpedo is the primary Anti-Submarine
Warfare weapon used by U.S. surface ships, fixed-wing
aircraft, and helicopters.

* The Mk 54 combines the advanced sonar transceiver of the
Mk 50 torpedo with the legacy warhead and propulsion system
of the older Mk 46. An Mk 46 torpedo and Mk 50 torpedo can
be converted to an Mk 54 via an upgrade kit.

* The Mk 54 sonar processing is an expandable open
architecture system. It combines algorithms from the
Mk 50 and Mk 48 torpedo programs with the latest
commercial off-the-shelf technology.

* The Navy designed the Mk 54 sonar processing to operate
in shallow-water environments and in the presence of sonar
countermeasures.

* The Navy has designated the Mk 54 torpedo to replace the
Mk 46 torpedo as the payload section for the Vertical
Launched Anti-Submarine Rocket for rapid employment by
surface ships.

* The High-Altitude Anti-submarine Warfare Weapons
Capability program will provide an adapter kit to permit
long-range, high-altitude, GPS-guided deployment of the
Mk 54 by a P-8 A Maritime Patrol Aircraft.

* The Mk 54 BUG is a software upgrade to the Mk 54 baseline
torpedo designed to correct deficiencies identified during the
2004 Mk 54 IOT&E.

» The Navy is planning a series of near-term improvements
to the Mk 54, including an improved sonar array and block
upgrades to the tactical software.

Mission

The Navy surface and air elements employ the Mk 54 torpedo as

their primary anti-submarine weapon:

» For offensive purposes, when deployed by Anti-Submarine
Warfare aircraft and helicopters

» For defensive purposes, when deployed by surface ships

* In both deep-water open-ocean and shallow-water littoral
environments

» Against fast, deep-diving nuclear submarines, and slow
moving, quiet, diesel-electric submarines

Major Contractor
* Raytheon Integrated Defense Systems — Tewksbury,
Massachusetts

Activity

* The Navy’s Fifth Fleet issued an UONS in March 2010
requesting solutions to address an emerging submarine
threat. The Navy identified the Mk 54 BUG software as a
solution. In February 2011, the Navy tasked the Commander,
Operational Test and Evaluation Force (COTF) to conduct
a QRA to support the early fielding of the Mk 54 BUG to
address the emerging threat.

» COTF observed and analyzed the results of program office and
fleet in-water Mk 54 exercises and developmental testing from
January to September 2011. In addition, COTF conducted
a modeling and simulation assessment using the Weapons
Analysis Facility located at the Naval Undersea Warfare
Center, Newport, Rhode Island, to examine Mk 54 BUG
performance in baseline warfare scenarios.
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In August to September 2011, for the QRA, the fleet fired

22 Mk 54 BUG torpedoes against a Steel Diesel Electric
Submarine surrogate target and against U.S. attack submarine
targets. Based on preliminary results of this test, the Navy
scheduled an additional phase of in-water QRA in

November 2011 and delayed the planned early fielding

until January 2012. The Navy also changed to Mk 54 BUG
software to correct some identified performance problems.

In August 2011, DOT&E directed the Navy to submit for
approval Operational Test Authority-developed test plans for
QRAs planned to support a fielding decision for programs on
the DOT&E oversight list.

DOT&E is assessing the Mk 54 BUG torpedo’s performance
as the developmental testing, fleet training, and QRA events
are completed. DOT&E plans to submit an Early Fielding
Report in early 2012 once all available test data are analyzed.
The Navy is drafting a Test and Evaluation Master Plan
revision for Mk 54 BUG. The revision includes additional
testing to address the UONS emerging threat and to address
major deficiencies identified during the 2004 IOT&E.

The Navy developed a Submarine Launched Countermeasure
Emulator to support torpedo testing. The emulator enables
the Navy to conduct realistic torpedo operational testing
against threat submarine surrogates that can employ mobile
countermeasures. The Navy also developed a Steel Diesel
Electric Submarine surrogate to evaluate torpedo performance
against stationary submarine threats in limited operational
scenarios.

The Mk 54 was placed on LFT&E oversight for lethality

in January 2010. The lethality strategy is currently under
development and will focus on the Technology Insertion 1
hardware upgrade and BUG software capabilities that were
not tested during the FY 11 QRA. The QRA did not have any
lethality testing elements.

In September 2010, the Navy conducted a single Mk 54 firing
under the Lightweight Data Gathering Program (LDGP). The
objective of the LDGP was to validate arming capability, and
verify exploder performance in both impact and proximity
modes. The Navy conducted the test as a set-to-hit firing
against the Expendable Influence Target on an instrumented
range in Nanoose, British Columbia. The weapon impacted
the target and demonstrated both impact and magnetic
influence fuzing. The tested weapon was a modified fleet
exercise weapon running baseline software, not the BUG
software.

Assessment
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The Navy originally planned the Mk 54 BUG software to
improve Mk 54 classifier and tracker performance and to
resolve IOT&E Mk 54 deficiencies. The UONS emerging
threat provided the incentive for the Navy to accelerate the
development and fielding of the Mk 54 BUG software.

The operational profile of the UONS emerging threat and

the resulting changes to the torpedo’s final homing software
and exploder requires further testing to confirm Mk 54
performance, to include additional target operational scenarios,

Mk 54

additional submarine target types, and assessing the torpedo’s
final terminal homing and impact of the target (set-to-hit).

Since safety concerns prevent using manned submarines for
set-to-hit testing, the Navy developed an unmanned Steel
Diesel Electric Submarine target. The Navy is using this
surrogate for both set-to-hit and set-not-to-hit testing. The
Steel Diesel Electric Submarine target has different signature
characteristics than the UONS emerging threat, thus this
surrogate is of limited utility in assessing torpedo operational
performance for the UONS. However, completing set-to-hit
terminal homing testing may address some unresolved test
scenarios identified in the IOT&E. Mk 54 BUG performance
in these previously unresolved test areas will affect the overall
effectiveness and suitability of the torpedo against other
submarine threats.

The Navy did not complete adequate in-water or model and
simulation developmental testing of the Mk 54 BUG. As the
program office shifted resources to demonstrate that the Mk 54
BUG has a capability against the UONS emerging submarine
threat, testing focused on the UONS threat scenarios vice the
operational scenarios for which the Mk 54 BUG was originally
intended.

To date, the Navy’s emerging threat test scenario execution
was structured and attacking crews had perfect knowledge

of the target’s location. Also, the Navy conducted testing in

a relatively benign area where torpedo interactions with the
bottom or false contacts were minimized. Testing in these

structured scenarios indicates the Mk 54 BUG likely has a
limited capability against the Steel Diesel Electric Submarine
surrogate target. The Mk 54 BUG performance in other
environmental areas and against operationally realistic target
scenarios is unresolved.

The Navy is using a 1995 Operational Requirements
Document, supplemented with sponsor clarification letters, as
the reference to develop improvements and to test the Mk 54
torpedo upgrades. These documents are out of date and do
not reflect the current threats, the current threat capabilities, or
the current or desired torpedo performance. The Navy should
update the Mk 54 requirements to identify the capabilities
needed.

The single LDGP test event demonstrated successful impact
and influence fuzing and full detonator functionality. The bulk
explosive components were not demonstrated.

Recommendations
 Status of Previous Recommendations. The Navy is making

progress in addressing the five previous recommendations.
The unresolved IOT&E of the Mk 54 terminal homing is
superseded by changes to the Mk 54 BUG software; thus, the
updated terminal homing software will require a set-to-hit
testing evaluation to resolve torpedo effectiveness.

* FY11 Recommendations. The Navy should:

1. Continue conducting Mk 54 BUG OT&E during 2012.
The testing should include scenarios against representative
surrogates employing current threats, tactics, and torpedo
countermeasures.
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2. Obtain an operationally realistic set-to-hit target and 4. The Navy should continue to develop a lethality strategy
complete the terminal homing testing of the Mk 54 that includes the firing of the MK 54 against appropriate
torpedo. targets.

3. Generate a new Capability Development Document for 5. The Navy should expand the LDGP to include weapons
future Mk 54 hardware and software upgrades upgraded to address the UONS scenario.
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MV-22 Osprey

Executive Summary

The Navy’s OT&E Force/Marine VMX-22 Tiltrotor Test
Squadron conducted an FOT&E (OT-11IG) from August 12 to
November 8, 2011. This dedicated test was preceded by two
years of integrated developmental/operational testing (IT-I1ID)
from May 1, 2009, to May 31, 2011. The purpose of OT-IIIG
was to evaluate the effectiveness and suitability of new
software version B4.01, Blue Force Tracker, Netted Weather,
and the defensive weapon systems.

New software performed largely as expected, thus maintaining
all the previous capabilities of the MV-22 aircraft fleet.
Software enhancements were modest, but provided new
piloting options and power margins, thus increasing safety and
reducing pilot workload.

OT-IIIG demonstrated the utility of Netted Weather and Blue
Force Tracker.

OT-IIIG illustrated the limited utility of the Interim Defensive
Weapon System (IDWS).

Crews operating the Ramp-Mounted Weapon System
demonstrated the ability to place suppressive .50 caliber fire
on targets to the rear of the aircraft and imposed no significant
limitations on troop or cargo missions.

Reliability, availability, and maintainability data were not
available in time for this report.

System

The MV-22 is a tilt-rotor aircraft capable of conventional
wing-borne flight and vertical take-off and landing.

The Marines are replacing the aging CH-46 and CH-53D
helicopters with MV-22s.

The MV-22 can carry 24 combat-equipped Marines and
operate from ship or shore.

It can carry an external load up to 10,000 pounds over 40
nautical miles ship-to-shore and return.

It can self-deploy 2,267 nautical miles with a single aerial
refueling.

Mission

Squadrons equipped with MV-22s will provide medium-lift
assault support in the following operations:

- Ship-to-Objective Maneuver

- Sustained operations ashore

- Tactical recovery of aircraft and personnel

- Self-deployment

- Amphibious evacuation

Currently deployed squadrons are providing high-tempo
battlefield transportation in Iraq and Afghanistan.

Major Contractors

Bell-Boeing Joint Venture comprising:
- Bell Helicopter — Amarillo, Texas
- The Boeing Company — Ridley Township, Pennsylvania

Activity

The Navy’s OT&E Force/Marine Tiltrotor Test Squadron
VMX-22 conducted an FOT&E (OT-11IG) from August 12
to November 8, 2011. This dedicated test was preceded by
two years of integrated developmental/operational testing
(IT-IIID) from May 1, 2009, to May 31, 2011. During IT-IIID,
MV-22s accumulated 419 flight hours and during OT-IIIG,
aircraft accumulated approximately 100 flight hours. We
expect to receive all the data and complete the analysis by
December 2011.

OT-IIIG was conducted in accordance with the
DOT&E-approved Test and Evaluation Master Plan and
operational test plan.

The purpose of OT-IIIG was to evaluate the effectiveness

and suitability of new software version B4.01, Blue Force
Tracker, Netted Weather, and the defensive weapon systems.
This software suite includes modest enhancements in aircraft
performance, correction of existing deficiencies, and reliability
improvements. Blue Force Tracker provides cockpit and
cabin connectivity to a world-wide digital network of joint
forces enabling digital messaging and near-real-time sharing
of friendly and enemy unit locations. Netted Weather provides
map-based overlays to the pilots and embarked troops on
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the location of significant weather (clouds, winds, rain, and
thunderstorms).

VMX-22 deployed three production-representative aircraft
from Marine Corps Air Station New River, North Carolina, to
Cannon Air Force Base, New Mexico, where the majority of
OT-IIIG missions were performed. Due in part to a hurricane
on the East Coast, VMX-22 returned to New River earlier than
planned and completed the final missions in North Carolina.
DOT&E observed as passengers on most of the OT-IIIG
missions.

Assessment
* The new software version B4.01 performed largely as

expected, thus maintaining all the previous capabilities of the
MV-22 aircraft fleet. Software enhancements were modest,
but provide meaningful new piloting options and power
margins, thus increasing safety and reducing pilot workload.
Among the new capabilities are:

- Increased Interim Power — maximum power setting is now

117 percent versus 109 percent in low-speed flight regimes.

This permits faster airfield departure and/or increased
payload.

- Directional Trim Backdrive — commands pedal position
to enhance heading hold in hover and turn coordination in
forward flight. This reduces pilot workload and improves
handling qualities.

- Opposed Lateral Cyclic — 4 degrees of inboard lateral
cyclic provides additional hover payload (up to
400 pounds) by alleviating download on the wing.

- Increased Flight Director Coupled Mode capabilities —
allows additional flight profiles on tactical approaches and
corrects minor deficiencies from previous testing.

- Mission Management — Improvements to the performance
and mission management calculators reduces crew
workload.

- Feed Tank Autoboost — Restores active fuel feed tank
control and reduces crew workload.

OT-IIIG demonstrated the utility of Netted Weather and Blue

Force Tracker. The Netted Weather system provided accurate

and current overlays of rain and thunderstorm activity,

allowing MV-22 crews to avoid these weather systems during
self-deployment to and from New Mexico. The Blue Force

Tracker provided connectivity to the joint digital data network,

allowing crews and embarked troops to see the location of

ground units, each MV-22 aircraft, and the VMX-22 tactical
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operation center on a map. The Blue Force Tracker provided
own-ship location on a map, enabling embarked troops to

be informed throughout the flight of their own location and
time of arrival on the planned mission objective. The Blue
Force Tracker enabled crews and embarked troops to send and
receive digital text messages to/from other entities on the Blue
Force Tracker network.

OT-IIIG illustrated the limited utility of the IDWS. The
IDWS worked as designed, but has a limited field of fire
during aircraft approach to landing. Employment of the
IDWS requires extensive verbal coordination between copilot
and gunner to confirm target location while both pilots are
engaged in other piloting duties during the final seconds prior
to landing. Against the few targets the IDWS could safely
engage, its firepower was accurate and effective. Installation
of the IDWS reduces the capability of the MV-22 to carry
troops and cargo.

Crews operating the Ramp-Mounted Weapon System
demonstrated the ability to place suppressive .50 caliber fire
on targets to the rear of the aircraft and imposed no significant
limitations on troop or cargo missions.

Reliability, availability, and maintainability data were not
available in time for this report.

During OT-IIG, aircraft were generally available for planned
missions but exhibited the reliability and maintainability
challenges evident in the fielded MV-22 fleet. Across the fleet,
the MV-22 generally meets reliability and maintainability
requirements, but the average mission capable rate of

53 percent (from June 2007 to May 2010) is below the
required rate of 82 percent.

Recommendations
» Status of Previous Recommendations. The Navy has

satisfactorily addressed earlier recommendations to provide
current weather overlays to the cockpit. The program has
addressed some of the known reliability, maintainability,
and parts availability challenges, but more work is needed to
improve mission capable rates.

¢ FY11 Recommendation.

1. The Navy should continue development and testing to
improve overall MV-22 reliability and availability with
particular emphasis on the ice protection system, engine air
particulate system, nacelle, and drive-train subsystems.



Navy Enterprise Resource Planning (ERP) Program

Executive Summary

* The Commander, Operational Test and Evaluation
Force (COTF) conducted an IOT&E of Navy Enterprise
Resource Planning (ERP) Single Supply Solution
Release 1.1 September 22 to November 5, 2010, with
actual users in a live environment.

* A Naval Information Operations Command (NIOC) Red
Team identified and attempted to penetrate and exploit
system information assurance (IA) vulnerabilities
during IOT&E.

* DOT&E determined that Release 1.1 is operationally
suitable with limitations and that operational
effectiveness cannot be resolved until the system attains
a greater degree of maturity and stabilization.

* The Navy ERP Program Manager developed a plan
of action and milestones to resolve deficiencies and
scheduled an FOT&E for May 2012 that will include
testing of the critical Initial Source Processing Time
(ISPT) Key Performance Parameter (KPP) and several
new capabilities.
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System

* The Assistant Secretary of the Navy (Financial Management * The system supports the Navy’s ability to produce auditable

and Comptroller) approved Navy ERP on October 1, 2008,

as the Financial System of Record for current users and “all
future users of this system.” The Navy will use the system to
manage more than one-half of their Total Obligation Authority.
Navy ERP is an integrated mission support hardware and
software system providing financial transparency and total
asset visibility across the Naval enterprise. Navy ERP uses

a commercial off-the-shelf product, configured to integrate
with Navy and DoD requirements, that unifies and streamlines
mission support activities using a common data set, available
in near-real-time.

The Navy has implemented the system in two releases: (1)
Financial and Acquisition Management and (2) the Single
Supply Solution. The system will serve more than 71,000
users at more than 120 locations around the world. The
program office has been tasked to investigate the requirements
for implementing the system in an additional 14 Navy
commands in future years.

financial statements, enabling compliance with federal
financial and security standards, the Chief Financial Officers
Act of 1990, and the DoD Information Assurance Certification
and Accreditation Process.

Mission
The Navy Component Commander will utilize Navy ERP to:

Implement an ERP business management system for the Navy
to modernize and standardize financial, workforce, and supply
chain management across the Naval Enterprise

Improve decision-making by the Navy’s leadership, enabling
more effective and efficient support of naval forces

Major Contractors

International Business Machines (IBM) — Bethesda, Maryland
Deloitte — New York, New York

Activity
* COTF conducted an IOT&E of Navy ERP Single Supply

Solution Release 1.1 from September 22 through
November 5, 2010. The evaluators observed live business
operations at Naval Supply Systems Command (NAVSUP)
depots in Philadelphia and Mechanicsburg, Pennsylvania.

COTF also monitored a Continuity of Operations exercise at
the Navy ERP alternate data center at China Lake, California.
During IOT&E, the NIOC Red Team performed IA

system scans, penetration testing, and malicious insider
analysis. COTF conducted all testing in accordance with
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the DOT&E-approved Test and Evaluation Master Plan and
operational test plan.

The Navy began deployment of Navy ERP Release 1.1 to Fleet
and Industrial Supply Centers in July 2011. The first Fleet and
Industrial Supply Center deployment added an additional

311 users to Navy ERP, representing 8 percent of the total
Single Supply Solution users.

Assessment
* DOT&E determined that Release 1.1 is operationally suitable

with limitations and that operational effectiveness cannot be
resolved until the system attains a greater degree of maturity
and stabilization.

The Navy ERP system had gone through a six-month
stabilization period prior to entering IOT&E, yet the system
was still too immature for a complete assessment. COTF
could not meaningfully measure the principal objective
criterion, the ISPT KPP, because only one of three material
groups had migrated to the new system.

The system was able to achieve 18 of 22 NAVSUP
stabilization conditions, as well as provide new functionality
to conduct supply business; however, there were some
capabilities that had significant problems or were not
available. A combined Navy ERP/NAVSUP Business Office
employed excellent change management techniques, but ERP
data conversion still proved to be a challenge that required
substantial manual effort.

* Navy ERP uses a standard Intermediate Document (IDOC)

format to exchange transactions between Navy ERP and
external customer systems. To protect against populating the
system with bad information, Navy ERP performs a validity
check on all incoming transactions. NAVSUP subject matter
experts researched IDOCs that failed validation to determine
the reason for failure and how to correct them. Although
this is a desired, normal part of the business process, the
approximate 9 percent failure rate was high enough to

164 Navy ERP

produce a backlog of failed IDOCs that remained steady at
40,000 throughout IOT&E. This IDOC backlog significantly
increased NAVSUP workload.

While the process to manage defects and trouble tickets was
sound, the large volume of trouble reports, coupled with
system complexity, created a backlog of open defects that
the Navy was not able to work through during the evaluation
period. The defect backlog remained steady at just over 500
throughout IOT&E. The program manager was able to reduce
the backlog to fewer than 300 defects following the IOT&E;
however, the backlog has increased to 500 defects, as of
September 2011, following the deployment of Navy ERP to
the Fleet and Industrial Supply Centers in July 2011.
Reliability, availability, and maintainability metrics easily
met their thresholds. Furthermore, NIOC Red Team testing
showed that Navy ERP maintained a very good security
posture with no significant vulnerabilities found.

The Navy ERP Program Manager developed a plan of action
and milestones to resolve deficiencies and scheduled an
FOT&E for May 2012 that will include testing of the critical
ISPT KPP and several new capabilities.

Recommendations
 Status of Previous Recommendations. The program office

corrected many deficiencies found during the integrated
developmental/operational testing prior to IOT&E and is
currently working to stabilize the system and correct additional
deficiencies noted during the IOT&E.

¢ FY11 Recommendation.

1. The scheduled FOT&E should proceed once the program
manager has corrected identified deficiencies, the Navy has
deployed the rest of the Single Supply Solution capabilities,
and the system is stable enough to continue operational
testing.



Navy Multiband Terminal (NMT)

Executive Summary

DOT&E completed an Early Fielding Report in April 2011.
The Navy deployed an operational Navy Multiband Terminal
(NMT) on the USS Roosevelt (DDG 80) prior to IOT&E.
The Navy completed integrated testing in June 2011 and
operational testing in August 2011 to inform the full-rate
production decision.

Preliminary tests results indicate that the NMT is capable of
providing multi-band satellite communications, but is not
reliable.

System

The NMT system is the next-generation maritime military
satellite communications terminal for the Navy and its
coalition partners; it is used for enhancing protected and
survivable satellite communications.

The NMT is interoperable with the legacy service satellite
communications terminals, including the Follow-on Terminal
and Navy Extremely High Frequency (EHF) Satellite
Program.

The NMT has variants for surface ships, submarines, and
shore sites. The NMT system variants have two major
component groups: the Communications Group and the
Antenna Group.

The Communications Group includes the following:

- Operator User Interface

- Power Distribution Unit

- Keyboard

- EHF and Wideband drawers

- Prime Power Interface

The Antenna Group varies across different platforms and
includes new, reused, and modified antennas to support the
required Q-, Ka-, and X-band with Global Broadcasting
System.

The key features of the NMT system are:

- Open system architecture

- Full compatibility with legacy terminal components

- High commonality, reliability, and effective fault isolation
- Mission Planning capability

Mission

The Navy Component Commander uses the NMT to provide
secure, protected, and survivable connectivity across the
spectrum of mission areas including land, air, and naval warfare;
special operations; strategic nuclear operations; strategic defense;
theater missile defense; and space operations and intelligence.

Major Contractor
Raytheon Net-Centric Systems — Marlboro, Massachusetts

Activity

The Commander, Operational Test and Evaluation Force
conducted an operational assessment in FY10 to support a
low-rate initial production decision. DOT&E completed an
Early Fielding Report in April 2011 since the Navy deployed
an operational NMT on the USS Roosevelt (DDG 80) prior to
the IOT&E.

The NMT program manager planned for an IOT&E with
Milstar, Wideband Global Satellite (WGS), and Advanced
Extremely High Frequency (AEHF) satellites.

e The 14-month delay in the AEHF-1 satellite reaching its
orbital position and the need to maintain schedule required the
NMT program manager to alter the T&E strategy.

* The revised plan called for an IOT&E using Milstar 11
satellites instead of the planned AEHF satellites to inform
the full-rate production decision planned in 1QFY12. The
program manager added an FOT&E in FY'12 with on-orbit
AEHF satellites to support fielding of NMT’s AEHF
capability. DOT&E approved the updated Test and Evaluation
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Master Plan (TEMP) describing the new test strategy in
4QFY1I.

* The program manager planned for 10,000 cumulative test
hours for the Reliability Growth Test (RGT) at the contractor
facility. The program office conducted the RGT from
March 23 to May 26, 2011. The program office terminated the
test after 4,461 hours.

* The Navy commenced integrated testing of the NMT on
May 1 and concluded testing on June 30, 2011. The testing
included two surface ships, one submarine, and one shore site,
operating under realistic conditions. The Navy executed the
test in preparation for the IOT&E and in accordance with the
DOT&E-approved TEMP.

* The Navy conducted the NMT IOT&E from July 20 to
August 19, 2011, on two surface ships: one submarine, a
shore site, and various supporting sites. The Commander,
Operational Test and Evaluation Force, executed the test in
accordance with the DOT&E-approved TEMP and test plan.

Assessment

Although analysis of the operational test data is ongoing,

integrated developmental testing and preliminary analysis of

operational testing suggest the following:

* NMT can meet requirements to provide legacy EHF
communications over Milstar and Ultra High Frequency
Follow-On EHF Enhanced payloads, X-band over the legacy
Defense Satellite Communication System and WGS, and
Ka-Band over WGS. NMT also demonstrated the capability to
receive Global Broadcast System broadcasts over WGS.

* The antenna handover problem experienced during the
previous operational test has been resolved.

 Although the program manager knew during the RGT that
NMT was not going to meet the reliability requirement, he
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elected to stop testing and forgo thorough failure analysis and
corrective action before starting the integrated test and IOT&E
in order to meet the schedule.

During the RGT, the NMT demonstrated a Mean Time
Between Critical Failure (MTBCF) of 892 hours against a
1,400-hour requirement; during the integrated testing, NMT
demonstrated a MTBCF of 338 hours. The NMT system may
have performed better in the RGT because the NMTs being
tested did not include the full suite of antenna subsystems

and they operated in single band mode rather than multiband
mode.

The IOT&E confirmed the NMT is not reliable. While the full
failure analysis is ongoing, current results from the operational
test have revealed that the MTBCEF is comparable to that of the
integrated test.

If the program manager does not conduct failure mode analysis
and perform corrective actions, the NMT will not meet its
reliability requirement by the FY13 FOT&E.

Additional risks, other than those observed during the IOT&E,
may not become apparent until FOT&E when AEHF modes
of operation, including Extended Data Rate and the new
Mission Planning System, will be tested. These capabilities
were not evaluated during the IOT&E because they depend

on capabilities being delivered to the AEHF program on a
different timeline.

Recommendations
» Status of Previous Recommendations. The Navy has made

satisfactory progress on all previous recommendations.

¢ FY11 Recommendation.

1. The Navy should perform reliability failure analysis
on the NMT and develop a plan of action to correct the
deficiencies prior to verification in a future test event.



P-8A Poseidon

Executive Summary

* The integrated test team is currently conducting 10 to 14 test
flights of the P-8A Poseidon per week. This pace is greater
than the eight test flights per week in the original test plan.

 The first production-representative test aircraft flew in
June 2011.

* The P-8A cleared flight envelope does not currently allow for
conduct of operationally realistic missions and maneuvering
utilizing flight profiles required during the IOT&E.

 Priority 1 and 2 software problems should be closed before
IOT&E. The current closure rate is not sufficient to have all
the software problems resolved prior to the start of IOT&E in
June 2012.

* The program completed limited LFT&E in FY11 and updated
plans for a Live Fire Test series scheduled for late FY12 and
early FY13.

* The Navy decided to provide the S-1 structural test article, a
Live Fire test asset, to the Advanced Airborne Sensor program
for development of that system. This decision delays planned
FY12 LFT&E of the S-1 for the P-8A, and puts completion
of LFT&E prior to the scheduled full-rate production date at
risk. DOT&E is working with the program to resolve this
scheduling problem.

System

» The P-8A Poseidon is the Navy’s next generation maritime
patrol aircraft that will replace the P-3C.

* The P-8A is based on the Boeing 737-800 aircraft, but uses the
737-900 extended-range wing.

* The P-8 is designed to carry and employ anti-ship missiles,
air-to-surface weapons, torpedoes, sonobuoys, and other
expendables.

* The P-8A onboard sensors include acoustics and electro-optic
Sensors.

 Survivability enhancement and vulnerability reduction
features are incorporated into the P-8A design.

- Susceptibility is reduced with an integrated Aircraft
Survivability Equipment suite that consists of a radar
warning receiver, chaff/flare dispenser, missile warning

system, directed infrared countermeasures, and an
Electronic Warfare Management Unit to control the
system. Radio frequency countermeasures are planned for
spiral development, with installation provisions (including
wiring and mounting pylons) incorporated into all
production aircraft.

- Vulnerability is reduced through the addition of fuel
tank inerting systems and fire protection systems for the
vulnerable dry bays that surround aircraft fuel tanks.

Mission

Units equipped with the P-8 will perform a wide range of patrol

missions, including:

* Armed anti-submarine warfare

* Armed anti-surface warfare

* Intelligence collection, processing, evaluation, and
dissemination to Naval and joint forces

* Maritime and littoral reconnaissance

Major Contractor
Boeing Defense, Space, and Security — St. Louis, Missouri

Activity

* The integrated test team is currently conducting 10 to 14 test
flights per week. This pace is greater than the eight test flights
per week in the original test plan. At the beginning of the
flight test program, the Navy conducted significantly less than
the planned eight test flights per week due to limitations with
test instrumentation.

* There are three flight test aircraft: T-1, T-2, and T-3.
- The T-1 test aircraft is used for airworthiness testing; it
is heavily instrumented, but does not have the mission
systems (e.g. sensors) integrated onboard the aircraft. The
primary purpose of the airworthiness testing with T-1
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is to clear the entire flight envelope for safe operation.
Flight testing of T-1 began in October 2009. As of
September 28, 2011, the integrated test team conducted
118 test flights (428.9 flight test hours). Airworthiness
testing has consisted of flutter, loads, and flying qualities
testing. Data have been collected for 2,926 test points of
the total 6,048 test points planned to complete the aircraft
systems testing.

- The T-2 test aircraft has the full mission equipment
(e.g., sensors, onboard computers, aircrew works