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DIRECTOR’S INTRODUCTION

could support such testing, and “tell-it-like-it-is” reports. This is a “tell-it-like-it-is” report on the status of operational
testing within the Department and identifies infrastucture needs to assure adequate testing in the future. Succinctly
put, transforming the military requires transforming test and evaluation (T&E).

I n last year’s annual report, | committed to testing that was adequate by any standard, an infrastructure that

THE ENVIRONMENT SURROUNDING OPERATIONAL TESTING AND EVALUATION IS CHANGING

Several initiatives are underway that will have significant impact on how the T&E community carries out its
responsibilities. An example of such changes is the creation of the Missile Defense Agency (MDA). In January 2002, the
Secretary restructured the Ballistic Missile Defense Organization and related programs into MDA and a single integrated
Ballistic Missile Defense System (BMDS). MDA implemented the Secretary’s guidance to develop a layered BMDS
capable of defending the United States, as well as deployed forces, allies, and friends. The strategy was also to use
prototypes and test assets to provide early capability, if required in an emergency. Central to this implementation is a
concept described as a capabilities-based acquisition strategy.

Capabilities-based acquisition requires detailed assessments of demonstrated operational capability, coupled with a
military utility assessment by the user community to support block production and deployment decisions. Under this
approach, characterizations of the capabilities demonstrated during each development block replace traditional evaluations
of performance compared to user-defined operational requirements. MDA plans a two-year period for each block. The
MDA can acknowledge performance shortcomings and field limited capabilities while working to correct identified
deficiencies and to develop the objective system.

My assessment for each block will be a characterization of demonstrated capabilities and will point out operational
strengths and weaknesses that feed a military utility study. The decision will be made to procure or field in an emergency a
block increment after my assessment and the military utility study is complete. This is a significant departure from the
traditional acquisition approach in which such decisions are based upon the degree to which demonstrated performance
meets specified operational requirements.

We have addressed congressional concerns regarding limitations on DOT&E oversight of MDA efforts through numerous
discussions with the MDA, congressional staff, and testimony before the members of Congress. Presently, my staff and
technical support personnel have access to all the information necessary to independently evaluate the MDA goals and
objectives, assess demonstrated operational capabilities, and determine test program adequacy.

While MDA led the paradigm shift to capabilities-based acquisition, the Services are implementing capabilities-based
acquisition strategies under different names. For example, the Army refers to “Blocking Systems” and the Air Force calls it
“Seamless Verification.” However, congressional concerns about capabilities-based acquisition are stated in the FY03
Defense Authorization Act. This statute limits the programs that can use such an acquisition strategy and requires
additional reporting by the Department.

Streamlining the Department’s acquisition documents is also affecting the acquisition environment. The Department
cancelled acquisition documents signed in May and replaced them with greatly pared down interim guidance documents in
September. The Department has new, streamlined documents intended to replace the interim guidance in a final
coordination process. While | fully support this effort, the overall impact of this documentation streamlining remains to be
seen.

One of my chief concerns is the potential for systems to circumvent the rigorous acquisition process and enter into full-
rate production or into the hands of our warfighters without learning the operational capabilities and limitations
demonstrated by adequate operational testing and evaluation.

The FY03 Appropriations Bill provided specific direction to Combatant Commands, Services, and the test and
evaluation community to perform operational evaluations of Information Assurance (IA) and interoperability
during warfighter exercises. Evaluating fielded systems is a change for DOT&E, but not substantially different
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from the role of this office during the Y2K operational evaluations. The Department needs this effort to maintain
information superiority in the face of the growing information operations threat and rapidly evolving information
architectures, even though most systems were adequate in this regard when initially fielded. DOT&E has
partnered with the Assistant Secretary of Defense for Command, Control, Communications, and Intelligence
(ASD(C3I)) and the Joint Staff to initiate this effort. | am pleased to report that our three organizations, in
coordination with Combatant Command and Service representatives, are beginning to implement this direction.

In that context, the above organizations identified candidate F'Y03-04 exercises for robust operational evaluations
including network attacks. These organizations also began to develop a template for A and interoperability
evaluation plans to supplement exercise plans; a plan for Service Red Team enhancement, training, and
certification; and metrics to serve the multiple organizations that will benefit or otherwise employ the results of
these evaluations. In my FYO03 annual report, | will provide an update on the progress of these new efforts and
the emerging trends.

I continue to see increased pressure to reduce operational T&E in particular, and T&E in general. |1 am concerned that
emphasis within the acquisition community to control cost and schedule is leading to a practice in which learning about
performance is avoided. The cost of testing complex systems, as well as the risk of performance shortfalls delaying
programs further, is motivating managers to skimp on testing. Performance results are the product of testing and, if poor,
may force further development to correct deficiencies. Additional development inevitably leads to schedule delays and
increased cost. Blaming T&E for cost increases and schedule delays is a practice akin to shooting the messenger.

Having said that, | remain convinced that T&E within the Department must change to serve the military transformation
goals of the Department. In particular, T&E must transform to be able to provide the warfighters and the acquisition
community with timely, affordable, demonstrated performance information. Afirst step toward that transformation
occurred last summer. Spurred by a draft legislative proposal and a review of previous studies, the Deputy Secretary
established a Department position that acknowledged, for the first time, the need to assess the adequacy of the T&E
infrastructure and the investment and modernization of that infrastructure at the DoD enterprise level. This position was
reinforced by the FY03 Defense Authorization Act which prescribed the creation of the Defense Test Resource
Management Center as a defense field activity reporting to the Under Secretary of Defense for Acquisition, Technology
and Logistics (USD(AT&L)).

To avoid being viewed as the root cause of cost increases and schedule delays, T&E policies, processes, practices,
infrastructure, and the T&E events themselves must not contribute significantly to the length of the planned development
cycle. The remainder of this introduction discusses what is needed to maintain adequate testing and improve
infrastructure to support testing in the future.

Earlier this past year, the Deputy Secretary directed OSD and the Services to examine T&E modernization and align T&E
policies with the new acquisition strategies. As stated before, the Department is implementing new approaches to the
development, production, and deployment of military capabilities. When all complexities are considered together, it is
appropriate to rethink, as part of a broad review, how T&E would best function in this transformed environment.

To prepare this review, we first identified the common areas that have caused performance problems with new systems.

We examined what could be done in testing to mitigate these problems. We considered how new acquisition approaches
might affect the problem areas. We examined future weapons and operational concept developments for what should be
addressed early to aid the ongoing military transformation. Finally, we identified the investments in resources needed over
the next decade in people, processes, and facilities to support that transformation.

During the review, my overarching goal was to make T&E more useful and responsive both to our combat forces and the
development process. There are problems in both areas worth describing.
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TO SERVE OUR COMBAT FORCES BETTER, WE SHOULD TEST BASED ON THE WAY WE FIGHT, NOT ON HOW WE PROCURE
We need to conduct operational testing and evaluation before a system goes to combat. During the last year, | became
concerned about the pressure to deploy new systems that have not been adequately tested. | recognize and agree, in
principle, with the desire to field new capabilities as soon as possible, but that desire should be tempered with the respon-
sibility to ensure that the weapons will not put Americans at risk. Part of the problem is that we have not provided
adequate resources. As a result, T&E currently cannot be done fast enough to satisfy the desired timelines in the acquisi-
tion process. This ought to be a major theme for T&E transformation.

Congressional concern about fielding systems that have not been adequately tested was evident in new legislation that
requires this Annual Report to identify waivers or deviations from testing requirements by the Services. There are four
cases of deviations from previously approved testing requirements, reported in detail in the sections for the relevant
systems: Shadow 200 Tactical Unmanned Aerial Vehicle System, Advanced Amphibious Assault Vehicle, Evolved Sea
Sparrow Missile, and the Joint Standoff Weapon Baseline Variant.

We must reinforce the principle that systems that go to war must be tested the way they will be employed. In this respect,
T&E should align itself better with the revolution in training that is underway. Just as we train the way we fight; we should
test the way we fight. Training is based on a set of principles that have direct application to testing. Those principles
include: training should be realistic; training should have a smart opposition force; there should be ground truth recorded;
and the lessons learned should be documented. Finally, the training should be conducted in a joint context and with joint
scenarios. We should follow these same principles in T&E.

One major finding about testing “the way we fight” is the need for a national joint test capability. The individual Service
ranges are too limited and insufficiently interoperable to test in a joint environment consistently and effectively. This need
is considered further under the discussion of facilities. We can summarize how T&E can better serve combatants by
saying: we should test based on the way we fight, not on how we procure.

TO SERVE THE DEVELOPMENT PROCESS BETTER, WE SHOULD INCREASE THE QUALITY OF TESTING AND DECREASE THE
PROGRAMS’ TIME AND COST OF TESTING

The second aspect of the overarching goal is to make T&E more useful to the development process. Some of the changes
needed to accomplish this goal have been documented in Defense Science Board (DSB) and General Accounting Office
(GAO) reports over the last few years. The GAO recommendations included carrying out more testing, and testing earlier
and more completely. Many of the obstacles to thorough learning about performance can be attributed to the desire to
streamline acquisition. With respect to acquisition, we reviewed test policies, procedures, and practice to ensure they are
optimized for our acquisition process and that the test infrastructure is capable of supporting affordable, adequate testing.
To make this viable in an environment of high pressure on cost and schedule, it will be necessary for testing to increase its
quality, while also decreasing the time and cost of testing to the programs. Achieving this goal depends on people,
processes, and facilities.

Testing should be of quality and produce results quickly. It ought to be a continuous process — it should not simply stop
when a system goes into production or is deployed. We all say, “We test to learn.” If we believe that, why should we stop
learning about the equipment with which our men and women are going to war? Why should we stop learning about the
equipment the taxpayers are entrusting to us to build and continue to improve? Spiral development and evolutionary
acquisition are both forthright in stating that development is never over — that there is always something to learn and
improve. Therefore, we should plan for continuous testing, as it will inform engineering changes, evolutionary
requirements, and logistics needs.
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We can organize the solutions around the actions needed that affect people, processes, and facilities.

People

Without doubt, the highest priority is to attract, retain, and properly use the talented people needed to get the job done as
part of the T&E workforce. First, we must reverse the shift away from the involvement of military Tactical Operations and
Engineering and Maintenance personnel in operational testing. These are precisely the people we need to provide early
feedback to developers.

Secondly, we must provide the ranges and other T&E facilities with a workforce able to deal with advanced technology,
address the shortfall in government expertise in a variety of areas, and provide continuity of operations during what | view
to be a looming workforce crisis.

For example, at least one test facility, the Utah Test and Training Range (UTTR), is faced with 92 percent of its workforce
eligible for retirement in five years. In general, the average age of our T&E workforce is the late forties or early fifties, and
there is a void of younger people. The age profile of the OT&E civilian workforce is clearly a cause for concern as only 11
percent of the civilian workforce is under 40.

To address this current and worsening civilian workforce problem, the T&E facilities desperately need innovative
approaches such as those advocated by the Under Secretary of Defense for Personnel and Readiness. These innovative
approaches include:

e The right to participate in the Demonstration Pay Plans — The pay banding initiatives to allow them to compete
better with the private sector.

e The ability to direct hire. (This also helps in the recruiting process.)

The timeline for the reconstitution of the testing workforce is an important aspect of any plan to address this problem.
Clearly, the priority we have accorded military transformation puts a premium on short-term remediation. We should
assume that hiring 10 percent of the current workforce each year is reasonable, given the demographics and the effect that
pay banding might have on workforce turnover. For the next five years, in order to address situations like that of UTTR
discussed above, even higher hiring rates might be required, both to address the retirement challenge and to guarantee
successful transfer of the existing knowledge and experience base to the next generation.

Bringing operational users into the development process should occur immediately. Each program should have at least
one or more operational users assigned, depending on size and complexity of the project and personnel should increase
when the system is brought to field testing. Mission performance should be the primary focus of the evaluations done on
systems, but several capable individuals will be required if hardware, software, and interoperability are each continuously
examined.

An increase in test facility personnel may be needed to prepare for spiral development and evolutionary approaches to
acquisition. Every system in the inventory should be undergoing some kind of test as its design, manufacture, or
interoperability demands change. We should not repeat the recent experience of a major program office implying that the
OT&E was irrelevant after 18 months because of the number of system changes introduced after the Initial Operational
Test and Evaluation (IOT&E). Necessary personnel in order to provide continuous testing will ensure performance is
verified throughout the life cycle changes from development through deployment.

Processes
The processes that need to change include funding, contracting, and design. They are aimed at permitting us to:
e Test the way we fight, not the way we procure.

e Increase the tempo at which we test.

e Develop common instrumentation.
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e Provide earlier real involvement of operational military personnel.
e Test before deployment.
e Make testing more valuable.

e Contribute to evolutionary acquisition and spiral development so that we understand performance before
production or fielding.

e Address the shortfall in methodologies for Information Assurance and Interoperability.

A major theme of military transformation has been the recognition of the importance of joint operations. Our testing should
recognize that too. All Test and Evaluation Master Plans (TEMPSs) should recognize the joint nature of operations to
ensure joint requirements are adequately tested. With truly transitional equipment, there is also a great advantage in
seeing early on how forces would use the system when developed. Encouraging early, or parallel, development of training
systems could foster such experimentation and early experimentation with new concepts of operation. This will help
ensure that we test the system the way it would actually be used.

However, testing the way we fight is more than just testing in a joint environment. The physical and threat environments
are also important. The process of preparing test plans, ranges, and opposition forces to challenge new systems has to
take into account our weapons’ increasing range, and the new diversity of scenarios that our forces confront. There no
longer is a single relevant scenario, or expected place, for the next conflict. Testing should not focus narrowly on a given
scenario but must inform potential users about performance across a much broader spectrum of potential use. This is
capabilities-based testing and evaluation.

Programs’ cost for testing has risen over the last decade. This has occurred primarily because of changes in the way we
are funding the ranges. The current process forces the programs to pay a greater fraction of the cost of testing. This
problem is discussed in more detail in the Resources section. Related to this issue, a recent Inspector General (1G) study
found that the Department’s information on institutional funding and backlog of test assets is so poor that, “program
managers may also be lacking the relevant information necessary to make informed test decisions for their programs.” The
first step in addressing this problem is to establish a common financial system with activity-based costing. The next step
is to decrease the cost of testing to programs by increasing the level of institutional funding of the ranges.

Decreasing the testing cost to programs could encourage an increase in the amount of testing during development
including reliability testing, software testing, component level testing, and operational concepts testing. A major failing in
the recent past, which DOT&E has documented repeatedly, is the large number of immature systems that come to
operational test, encounter problems and often fail. Developmental testing must be more effective than it has been in
assuring the maturity of systems entering operational testing. As we move to eliminate or reduce redundancy in
contractor and government testing in programs, we need to assess our contracting strategies to facilitate the flow of
information during early design and development efforts. We should change the contracting structure to allow the
government to review, and comment on, contractor test plans, witness contractor testing, and have access to contractor
test data and reports. At present these are too often considered proprietary to the contractor.

Other features of the Acquisition Strategy could help speed the information gathering process needed to mature system
designs. For example, we should consider the life cycle cost effectiveness of embedded instrumentation, aligned with
embedded training, in the design of our systems. Another key consideration is that embedded instrumentation will
provide us with many opportunities to examine performance and reliability even after the system is in field use. This is
particularly important when the acquisition strategy involves constant improvement, as hoped for in spiral development or
evolutionary acquisition.

In fact, all items in the inventory should be under continuous testing so that faults are found before, rather than in,
combat. This is “lead-the-fleet” testing. In this process, a few systems are used at a higher rate than usual in order to get
information of potential trouble areas before the whole fleet is affected. This is particularly important for systems that are

\'
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evolutionary with constantly changing engineering designs. Procurement contracts must include “lead-the-fleet” test
articles.

Operational tests are now often conducted using Engineering and Manufacturing Development (EMD) models, and these
models are sometimes even shipped to the field for use in operations. As a result, | believe that, in addition to its current
responsibility with respect to recommending the number of items needed for test, DOT&E should recommend the number
of EMD items needed for testing. This recognizes the reality that often no low-rate initial production items are used in the
IOT&E.

One final process improvement that could increase the readiness of ranges and other facilities to test new systems
involves the Central Test and Evaluation Improvement Program (CTEIP). We should enhance CTEIP by replacing the
Service’s “requirements and de-confliction process” with one that takes less time to define a need. While new systems are
seldom Service-unique, they are often tested on ranges that have Service-unique instrumentation. We should not develop
Service-unique instrumentation for weapons that will be used in Joint Operations.

Facilities

The third component of infrastructure is facilities without which the people and processes cannot work. The DoD IG has
reviewed the backlog of maintenance and repair and found cases of significant neglect. To remove that backlog will
require a considerable investment. Repair and maintenance may not be the most judicious path. It may be wiser to invest
in new equipment to replace the 1960s and 1970s vintage equipment that our ranges too often strive to maintain.

The solutions included in the table below are designed to:
e Address the test needs of military transformation — with its increased emphasis on joint operations.

«  Ensure that we can test new weapons, test them before they are deployed, and test them realistically and in the
right environments.

Again, the goal of a successful military transformation and the needs of the war on terrorism are important timeline drivers.
However, the realities of planning for improvement are such that a 10-20 percent increase in the funding to ranges (above
that to provide increased institutional funding) could be absorbed in the FY05 budget. Larger increases will be needed
after that to actually implement the developments.

SOLUTIONS TO ADDRESS ACQUISITION PROBLEMS

The above sections suggest a large number of improvements that have made themselves evident when considering the
real acquisition problems faced by real programs. | have found that there are systemic problems shared across the
spectrum of weapon system types as well as problems that are specialized to particular warfare areas. While it is not
necessary to understand how the problems and solutions are connected to appreciate the magnitude of the task, it does
help in justifying those solutions. First, the systemic problems are addressed and problems in particular warfare areas are
treated in summary form, with more details provided in the Resources Section of this report.

Systemic Problems

Some performance problems arise from causes shared across the whole spectrum of weapon system types. For the most
part, these problems are associated with the acquisition system in general rather than any particular weapon system. They
are discussed primarily in the context of their implications for T&E transformation. The solutions will involve changes to
the three components of the T&E infrastructure: people, processes, and facilities. In addition, solutions will require some
change in the acquisition processes beyond those in T&E.

The inability to reliably identify immature technology could be alleviated if the T&E workforce were more technically
expert and more familiar with the newest technology. This expertise should be expected of the testing infrastructure. To
develop it, T&E should become familiar with and use advanced technologies in its own instrumentation. T&E should

Vi
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anticipate new technologies to be ready to test them when they appear at the ranges. The T&E infrastructure should stay
ahead of the acquisition systems in the sophistication of the technology with which it deals. 1 call this a capability-based
testing infrastructure in analogy with some acquisition strategies that are not based on requirements, but on capabilities.

There is a critical need for technologically expert personnel who could carry out such research and development to
support our T&E capability. Our test facilities must be able to attract, hire, and retain a quality technical workforce. The
kinds of activities this workforce should pursue include many of those we are promoting in the Test and Evaluation/
Science and Technology program: embedded instrumentation, nanotechnology, hypersonics, etc.

Investments in testing should be forward-looking, incorporating leading-edge technologies as rapidly as possible, just as
weapons systems are moving to incorporate new technologies as rapidly as possible. In such an environment, if testers
wait to define testing requirements until the new technology is already in the system under test, the tester will never be
ready to test new capabilities adequately.

Current instrumentation maintenance practices are not forward looking. We must introduce leading-edge technology into
the T&E infrastructure. This will have the secondary benefit of ensuring a corporate knowledge within government of the
real-world capabilities and limitations of those technologies.

Failure of feedback loops is another common cause of performance problems. It is the failure to translate successfully
what is learned from testing into changes, either engineering or operational, as a result of what is learned. In the case of
Joint Standoff Weapon, the Navy test report recommended the program office “Conduct analysis to determine overall
benefit of correcting wind estimator error.” Failure to take any action led to weapon misses experienced in air attacks on
Irag in January 2001. These problems can be attributed to a failure to integrate testing well into Systems Engineering. We
should insist that expert government evaluation is available and shared with the contractor, starting at the component
level. Even components can be tested in a “realistic” environment if enough is known about the system concept.

Throughout the last decade, there has been a push to provide earlier operator feedback to the development process. The
Air Force is striving to institutionalize this initiative in an approach it calls “Seamless Verification.” Providing airmen to
work T&E issues early on is beneficial. This may help reverse a trend identified in a March 2002 study by the Institute for
Defense Analyses (IDA), which found a significant shift away from Tactical Operations Officers; down from 41 percent of
the officer workforce in 1990, to 33 percent in FY00. The biggest challenge that DoD T&E will have to meet is the need to
provide more of the right kind of personnel for earlier involvement with programs. The same IDA study concluded, after
examining all the Operational Test Agencies, “The reduction in the military presence in OT&E and the move away from
tactical operations and engineering and maintenance officer billets suggest cause for concern...”

In summary, we need to put soldiers, sailors, airmen, and Marines who are operators, back into the development process
for systems. The first step is to recognize that testers are not “acquirers,” and that they should be independent from them.
In that context, workforce positions for testers should be separate from acquisition corps positions.

Insufficient or inadequate Developmental testing can often be traced to the cost and schedule pressures on program
management. Unfortunately, problems revealed late in testing can become a major source of cost and schedule issues. A
GAO evaluation of DoD test and evaluation processes concluded that “Several factors weaken the contribution testing
and evaluation make, particularly early in the program. These include the disruptive effects of attempting to develop
technology concurrently with the product; optimistic assumptions embedded in test plans; and the fact that testing and
evaluation is not viewed or funded as being central to the success of the weapons system.” A change in DoD Directive
3200.11 and the financial activities regulations may be necessary to provide incentives to program offices planning and
funding testing and seeking relief from the rising cost of testing.

The lack of adequate reliability testing is a particular case of insufficient developmental testing. Evidence of insufficient
development testing has been demonstrated, in cases where the data has been kept, by the high reliability failure rate of
systems when they enter operational test. The National Research Council concluded in 1998, “The Department of Defense
and the military services should give increased attention to their reliability, availability, and maintainability data collection
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and analysis procedures because deficiencies continue to be responsible for many of the current field problems and
concerns about military readiness.” This was serious enough that DOT&E asked the National Academy of Sciences to
investigate further. The Academy produced two reports, one on reliability in general, and a second on software reliability,
a separate and special problem deserving attention in its own right. They concluded reliability problems should be
addressed in the design phase and include early-on testing starting with components. To accomplish this, contracts need
to be tailored to allow the government access to component and subcomponent test data.

In addition, increased emphasis on hardware-in-the-loop testing could improve the process. Test facilities should include
the capability to make such testing affordable, easy, and quick. Coupled with the reliability problem is the problem of
insufficient maintainability testing. We should have a force of expert reliability engineers to allow for every test event to
have a reliability component. Unfortunately, too often test events are planned without collection of reliability data. The
National Academy report made two significant comments: the Department’s reliability tracking methods are significantly
out of date, and industry has found collection and analysis of data after the system has entered the market to be of
significant benefit.

Early commitment to investment in embedded instrumentation will yield information returns throughout the life cycle of a
program. New DoD acquisition strategies such as spiral development and evolutionary acquisition are built around the
idea that the design is never finished since improvements are continuously introduced. In such situations, the need for
continuous learning from testing is clear. With respect to reliability, we can say we test to learn and need continuous
learning. This means we should have continuous, ongoing data collection and testing of all fielded equipment to learn
where the next dollar of improvement could provide the greatest value in terms of performance. DoD should be prepared
to continue to collect data on all systems even after the full-rate production decision is made.

For modern systems development, the configuration of the weapon is constantly subject to change. The Army helicopter
community has tacitly agreed with this assessment and re-instituted the practice of “lead-the-fleet” testing. This is a
useful process for many system types, not just helicopters. Our procurement contracts should include “lead-the-fleet”
test articles.

Inability to track and evaluate software is the subject of a recent National Academy of Sciences report. The report
suggested a number of improvements. The major impact will be on the need to hire software experts capable of evaluating
software architectures and designs. In this area, the test facilities are critically deficient. Our testing infrastructure is
designed around hardware; and increasingly, as evidenced in numerous programs, software is a critical development,
integration, and performance-driving component.

Insufficient prototypes and other test resources have slowed the pace of testing and put pressure on program managers
to drop tests. This was the tragic case with the \V-22 testing as reported in the accident investigation, and contributes
significantly to our desire to increase the tempo of testing and reduce the cost to programs so that program managers are
not placed in a position where they are forced to choose between adequate testing, and cost or schedule. Existing
legislation requires DOT&E to determine the number of LRIP items required for operational testing. More rigorous
attention to the number of production representative items needed for testing, whether they be EMD or LRIP, might avoid
problems with test schedules in the future. We have seen decisions to cut test assets to save money in the short-term
result in long-term delays in the developmental test program.

We must address the adequacy of our engineering workforce and technical human resources. The proper way to do this
is to begin to correct the demographics of the workforce so that it becomes more stable. Technical expertise is needed in a
number of areas including flight safety, software, chemical and biological research, and mathematical and statistical
analyses.

Late and inadequate evaluation of training is also a common problem. The Army has decided, tentatively, to try to reverse

the process and insist that training systems actually precede the hardware/software. There are good systems engineering
reasons for hoping that, by keeping training devices up front, what is built the first time is what the soldier will find most
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useful. This should be a general goal for all the Services.

Encroachmenton land, sea, and air space, as well as the frequency spectrum, is a major problem. In the frequency
spectrum, we will need to balance trying to do better in the bands that are left for us and, moving to bands that are of less
commercial value. The problem is real; the ranges already delay tests because they do not have enough spectrum to run
them simultaneously. The Department is addressing the general problem of encroachment under the rubric “Sustainable
Ranges.” Both testing and training ranges are affected, and the Under Secretary of Defense for Personnel and Readiness
and | together share responsibility for that effort.

Hardware/software integration continues to be a significant problem and is getting worse as software-intensive systems
become prevalent. Our ability to test systems-of-systems requires new methodologies and new infrastructure.

Aslow tempo of testing increases the chances that programs that are driven by schedules will tend to forego sufficient
testing and its associated learning. An industry test manager quoted in a study of commercial best practices for the Office
of the USD(AT&L) expressed the conflict in commercial industry simply, “If something doesn’t have to work, we can ship
it tomorrow.” In general, test avoidance only delays the recognition of problems and increases the cost to fix them.
Increasing the tempo of testing involves increasing the resources for test execution, and the available means to move,
share, and analyze data and improved test design. Many of the CTEIP activities begun in the last few years have this goal
in mind. We also need to increase the number of personnel available to surge testing when that is necessary. This also
means using common practices and procedures and interoperable equipment and instrumentation throughout our test
facilities and ranges.

Lack of interoperability of our weapons systems, we are beginning to realize, begins with the basics. Individual test ranges
typically have a Service-centered focus. If T&E ranges do not interoperate, chances are the systems will not either.
Several of our test ranges have different and incompatible data collection formats, data rates, and telemetry systems. The
CTEIP program has been working through its Foundation Initiative to improve inter-range interoperability. CTEIP and its
Foundation Initiative played a key role in making Millennium Challenge 02 a reality. It was the glue that held the exercise
together by linking together the testing and training ranges and by linking the ranges back to the exercise control center.
That inter-range interoperability should be extended. What is needed is a Joint Test & Evaluation Capability. The design
and procurement of new instrumentation have to be harmonized and recognized as areas needing national focus. Common
instrumentation that allows ranges to interoperate when needed also cuts the cost of modernization by leveraging larger
buys. One trend that seems to be emerging and should be encouraged is the preference for mobile instrumentation, rather
than fixed sites.

We must improve our data sharing and transmission capabilities. It now takes three to four days to transmit data from
Kwajalein to the Continental United States (CONUS) for analysis. There are plans for improvement, but we need an order
of magnitude improvement on that front. Data sharing will be key to range interoperability in the near term, linking test and
training ranges. | hope to see both Kwajalein and the Atlantic Undersea Test and Evaluation Center (AUTEC) as leaders in
this effort, in the process increasing the productivity of scientists, engineers, and developers at their home stations in
Massachusetts, Rhode Island, and elsewhere in CONUS.

Acquisition strategies such as spiral development and evolutionary acquisition will require data archiving with a reliability
for reuse that we have not seen before now. We should move to develop such a central repository.

The financial accounting system has to change. At present the main function of the accounting system is to trace where
the money goes, not for what the money is spent. Thus it is possible to account for spending without knowing how much
a test on a particular system costs or how to compare costs, if investment decisions have to be made. This year we asked
the Inspector General to examine the records of the Major Range and Test Facilities. They concluded that it was
impossible to compare costs from range-to-range because of differences in the accounting systems. The lack of visibility
into actual test costs is a major concern. Fortunately visibility can be gained without putting disincentives in the way of
the adequate funding of test programs. Visibility, which will be an essential ingredient in financial management, can be
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achieved by activity-based costing, which should be our principal financial model.

The Department has begun a five-year effort to modernize the cost accounting system. The effort, optimistically, will take
until 2007. Legislation requires T&E to have such a common system in place by FY04-FY06. The goal of the systemis to
be able to account for the cost of tests so that Defense-wide investment strategies can be developed, and so that we can
account for what testing is costing the taxpayer.

Particular Test Capability Problems

The generic needs discussed are not the only needs that can be identified. Particular systems and classes of systems
have suffered, or will suffer, from limitations in the test ranges and facilities. These are addressed in the section on
Resources. The significant changes needed in each warfare area are summarized in the table.

WARFARE AREA MAJOR NEEDS

Land Warfare Testing Bigger ranges, “Joint” Instrumentation, Urban and Tropical Testing.

Air Warfare Testing Real “Operational” Testing, Improved Electronic Warfare Testing, Targets,
Hypersonics, Testing Before Deployment.

Surface Warfare and Air Defense | Self-Defense Test Ship, Targets, Range-Size.

Underwater Warfare Shallow Water Test Capability, Realistic Targets.
C4ISR Testing Information Assurance and Interoperability Methodologies.
Space Program Testing A Space Test Range.
Missile Defense Testing Methodologies and Evaluation Plans, Integrating into the rest of the Infrastructure,
Directed Energy Testing.
Chemical-Biological Testing Test facilities and Methodologies, Government Personnel and Expertise.
CONCLUSION

We must re-examine our T&E policies, processes, and capabilities if we are to meet the challenges of transforming the U.S.
military. We must keep what works, discard what does not, and remain flexible in adapting to new requirements. We
cannot accomplish this without a corporate approach to policies, processes, and investment priorities. The plan to do the
things we have discussed is not business-as-usual.

The T&E infrastructure needs modernization and repair. The backlog in maintenance and repair will ultimately affect our
ability to test adequately. This year has seen weapons deployed without adequate testing due to the pressures of war,
and we see these pressures continuing. To respond effectively, we must modernize our T&E infrastructure.

Last year we got agreement on specific investments for selected test programs. In general, the Service-proposed FY04
budgets for the T&E infrastructure appear to be higher this year than last. All this is good, but further increases will be
required to meet the recommendations accepted by the Deputy Secretary. The Department needs a more comprehensive
approach, harmonized among the test facilities and the Services - a comprehensive approach that looks beyond the crisis
of the next program milestone.
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DoD is transforming to meet the dynamic operational requirements of the war on terrorism as well as future high-technol-
ogy conflict. This transformation is not limited to new hardware and technological innovation. It also involves transform-
ing our capabilities through operational innovation. The future T&E infrastructure should comprise a comprehensive suite
of joint, interoperable capabilities that provide a spectrum of full and realistic opportunities to test new technologies,
improved platforms, and innovative tactics and training methods. We face a strong challenge to recruit and retain person-
nel, define and implement innovative T&E processes, maintain and recapitalize an adequate T&E infrastructure, and
transform our capabilities to meet the demands of the future.

Thomas P. Christie
Director
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DOT&E ACTIVITY AND OVERSIGHT

DOT&E ACTIVITY SUMMARY

systems. Oversight activity begins with the early acquisition milestones, continues through approval for full-rate

D OT&E activity for FY02 involved oversight of 213 programs, including 21 major automated information

production and, in some instances, during full production until deleted from the DOT&E oversight list.

Our review of test planning activities for FY02 included approval of 34 Test and Evaluation Master Plans (TEMPS), as
well as 40 Operational Test Plans. Live Fire Test and Evaluation (LFT&E) activity included the approval of 9 LFT&E
Strategies and Test Plans for inclusion in the TEMPs. In FY02 through January 31, 2003, DOT&E prepared 9 reports for

the Secretary of Defense and Congress.

DOT&E also prepared and submitted numerous reports to the Defense Acquisition Board (DAB) principals for consider-

ation in DAB deliberations.

TEST AND EVALUATION MASTER PLANS APPROVED

AN/SPY-1D(V) Radar System

Battlefield Combat Identification System (BCIS)
Bradley Fighting \ehicle System-A3

Business Systems Modernization (BSM)

C-5 Modernization Program

CH-47F

Composite Health Care System Il (CHCS I1)
DDG 51 Guided Missile Destroyer (Rev 9)

Defense Medical Logistics Standard Support (DMLSS)
Automated Information System (AIS)

Defense Message System (DMS) Capstone
Defense Message System (DMS) Revised Capstone
DoD Teleport

F/A-18 MIDS-LVT Integration Annex A

Family of Medium Tactical Vehicles (FMTV)

Joint Air-to-Surface Standoff Missile (JASSM) LRIP
(Change 4)

Joint Primary Aircraft Training System (JPATS) MOT&E
Joint Strike Fighter (JSF)

Joint Tactical Radio System-Cluster 1

Large Aircraft Infrared Countermeasure System (LAIRCM)
MH-53E Airborne Mine Neutralization System (AMNS)
MH-60S (Change One)

Multifunctional Information Distribution System
(MIDS-LVT(2)) (Rev A) JTEMP

Multiple Launch Rocket System (MLRS) M270A1
Launcher Program

Navstar Modernization Global Positioning Satellite
Navy Marine Corps Intranet (NMCI) (TESP)
PATRIOT Advanced Capability 3 (PAC-3)

Pine Bluff Chemical Agent Disposal Facility, Chemical
Demilitarization Program

Shadow 200 Tactical Unmanned Aerial Vehicle (TUAV)

Standoff Land Attack Missile-Expanded Response
(SLAM-ER)

Theater Battle Management Core Systems (TBMCS) Post
Core Program

Tomahawk Weapon System

Transportation Coordinators” Automated Information for
Movement System Il (TC-AIMS 1)

UH-60M Black Hawk Utility Helicopter
V-22 Osprey
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OPERATIONAL TEST PLANS APPROVED

Advanced Mission Computer and Displays (AMC&D)
(OT-11A-1)

AGM-154A Joint Standoff Weapon System (JSOW)
(OT-111A) FOT&E

AIM-9X Weapon System Program (OT-11B)

Amphibious Personnel Dock Ship Program (LPD 17)
(OT-11B)

AN/BQQ-10V Submarine Sonar System (OT-11D2)

AN/BSY-1 High Frequency Upgrade Submarine Sonar
System (OT-11B)

Auxiliary Cargo and Ammunition Ship (T-AKE) Program
(OT-11A)

B-1B Conventional Mission Update Program (CMUP)
Block E IOT&E

Composite Health Care System Il (CHCS Il) Release 1
EDP

DDG 51 Flight I1A Class Guided Missile Destroyer
(OT-HIF)

DDG 51 Flight 1A Destroyer FOT&E (OT-1IIE)

Defense Medical Logistics Standard Support (DMLSS)
Automated Information System (AIS) Release 3.01

Department of Defense Advanced Automation System
(DAAYS) / Digital Airport Surveillance Radar (DASR)
MOT&E I

Department of Defense (DoD) Teleport System OA

Extremely High Frequency (EHF) Satellite Communication
Program (NESP)

F/A-18E/F Positive Identification System (PIDS)

Force XXI Battle Command, Brigade and Below (FBCB2)
and Integrated Systems Control (ISYSCON) EDP

Future Aircraft Carrier Program (CVNX) Change 1 EOA
Joint Air-to-Surface Standoff Missile (JASSM) IOT&E

Joint Biological Point Detection System

Joint Computer-Aided Acquisition and Logistics Support
(JCALS) System SEP/EDP

Joint Direct Attack Munitions (JDAM) QRA
Joint Mission Planning System (JMPS) OA
Joint Primary Aircraft Training System (JPATS) MOT&E

Joint Service Lightweight Nuclear Biological Chemical
Reconnaissance System (JSLNBCRS) EDP

Large Aircraft Infrared Countermeasure System
(LAIRCM) OA

Medium Armored Vehicle
MH-60S OPEVAL (OT-11B)
Milstar 1l Satellite Communications System MOT&E

Multifunctional Information Distribution System Low
Volume Terminal 2 (MIDS-LVT-2) EDP

Navy Marine Corps Intranet (NMCI) (OT-11A)

Navy Standard Integrated Personnel System (NSIPS)
(OT-IIC)

Patriot Advanced Capability-3, Configuration-3 IOT&E EDP

Patriot Advanced Capability-3, Configuration-3 IOT&E EDP
- Flight Testing

Reserve Component Automation System (RCAS) SEP/EDP
Test Plan Serial 1200/0224-01
Tomahawk Command and Control System

Transportation Coordinators’-Automated Information for
Movement System Il (TC-AIMS I1) SEP/EDP

Virginia (SSN 774) Class Submarine OT-11B

XM142 High Mobility Artillery Rocket System Extended
System Integration Test
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LFT&E STRATEGIES AND TEST PLANS APPROVED

C-130 Avionics Modernization Program (AMP) Joint Air-to-Surface Standoff Missile (JASSM) OT-3
Alt LFT&E Plan LFT&E Plan

Joint Air-to-Surface Standoff Missile (JASSM) (OT-1) Line-of-Sight Antitank Weapon LFT - Request to Delete
LFT&E Plan the Explosively Formed Penetrator Shot

Joint Air-to-Surface Standoff Missile (JASSM) DT-6 M829E3 Phase III Live Fire Lethality Test DTP
LFT&E Plan SSGN

Joint Air-to-Surface Standoff Missile (JASSM) DT-7 Stryker Family of Vehicles LFT&E EDP

LFT&E Plan
REPORTS TO CONGRESS FOR FY02 THROUGH JANUARY 31, 2003
Predator Medium Altitude Endurance UAV MLRS M270A1 Launcher
OT&E Report October 01 OT&E Report April 02
Joint Primary Aircraft Training System: T-6A Aircraft MH-60S Fleet Combat Support Helicopter
OT&E Report November 01 Combined OT&E / LFT&E Report August 02
Cooperative Engagement Capability (CEC) Patriot Advanced Capability-3 (PAC-3) Block 2002 System
OT&E Report February 02 Combined OT&E / LFT&E Report October 02
Sensor Fuzed Weapon (SFW P3I) Shadow 200 Tactical UAV
LFT&E Report March 02 OT&E Report December 02

Advanced Medium Range Air-to-Air (AMRAAM)
LFT&E Report March 02

During FY02, DOT&E met with Service operational test agencies, program officials, private-sector organizations, and
academia; monitored test activities; and provided information to the DAB committees as well as the DAB principals, the
Secretary and Deputy Secretary of Defense, the Under Secretary of Defense (Acquisition, Technology and Logistics), the
Service Secretaries, and Congress. Active on-site participation in, and observation of, tests and test-related activities
remain the most effective tools. In addition to on-site participation and local travel within the national capital region,
approximately 675 trips supported the DOT&E mission.

Security considerations preclude identifying classified programs in this report. The objective, however, is to ensure
operational effectiveness and suitability do not suffer due to extraordinary security constraints imposed on those programs.
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DOT&E PROGRAM OVERSIGHT

OT&E is responsible for approving the adequacy of plans for operational test and evaluation and for reporting the
Doperational test results for all major defense acquisition programs to the Secretary of Defense, Under Secretary of

Defense (Acquisition, Technology and Logistics), Service Secretaries, and Congress. For DOT&E oversight
purposes, major defense acquisition programs were defined in the law to mean those programs meeting the criteria for
reporting under section 2430, title 10, United States Code (Selected Acquisition Reports (SARs)). The law
(sec.139(a)(2)(B)) also stipulates that DOT&E may designate any other programs for the purpose of oversight, review, and
reporting. With the addition of such “non-major” programs, DOT&E was responsible for oversight of a total of 213
acquisition programs during FY02.

Non-major programs are selected for DOT&E oversight after careful consideration of the relative importance of the
individual program. In determining non-SAR systems for oversight, consideration is given to one or more of the following
essential elements:

e Congress or OSD agencies have expressed a high level of interest in the program.

e Congress has directed that DOT&E assess or report on the program as a condition for progress or production.

e The program requires joint or multi-Service testing (the law (sec. 139(b)(4)) requires the DOT&E to coordinate
“testing conducted jointly by more than one military department or defense agency™).

e The program exceeds or has the potential to exceed the dollar threshold definition of a major program according
to DoD 5000.1, but does not appear on the current SAR list (e.g., highly classified systems).

e The program has a close relationship to or is a key component of a major program.

e The program is an existing system undergoing major modification.

e The program was previously a SAR program and operational testing is not yet complete.
This office is also responsible for the oversight of LFT&E programs, in accordance with 10 USC 139. DoD regulation
uses the term “covered system” to include all categories of systems or programs identified in 10 USC 2366 as requiring
live fire test and evaluation. In addition, systems or programs that do not have acquisition points referenced in 10 USC

2366, but otherwise meet the statutory criteria, are considered “covered systems” for the purpose of DOT&E oversight.

A covered system, for the purpose of oversight for LFT&E, has been determined by DOT&E to meet one or more of the
following criteria:

* A major system, within the meaning of that term in 10 USC 2302(5), that is:

e User-occupied and designed to provide some degree of protection to the system or its occupants in combat.
» Aconventional munitions program or missile program.

» A conventional munitions program for which more than 1,000,000 rounds are planned to be acquired.

» Amodification to a covered system that is likely to affect significantly the survivability or lethality of such a
system.

DOT&E was responsible for the oversight of 86 LFT&E acquisition programs during FY02.
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PROGRAMS UNDER DOT&E OVERSIGHT FISCAL YEAR 2002
(As taken from the April 2002 Official T&E Oversight List)

ARMY PROGRAMS

Advanced Field Artillery Tactical Data System (AFATDS)
Aerial Common Sensor (ACS)

Air and Missile Defense Planning And Control System
(AMDPCS)

All Source Analysis System (ASAS)
AN/TPQ-47 Counterfire Radar

Army Tactical Missile System Block 11/ Brilliant Anti-
Armor (ATACMS/BAT) And ATACMS Block I1 /P31 BAT

Battlefield Command Information System (BCIS)
CH-47F Improved Cargo Helicopter Upgrade
Chemical Demilitarization

Comanche (RAH-66) (Includes 20mm Ammunition)
Combat Service Support Control System (CSSCS)
Common Missile

Crusader

Distributed Common Ground System (DCGS) - Army
Excalibur (155mm Round)

Family of Medium Tactical Vehicles (FMTV)

Force XXI Battle Command Brigade & Below (FBCB2)

Forward Area Air Defense System (FAADS) Command,
Control, and Intelligence (C2I) - Includes GBS

Future Combat System

Future Scout/Calvary System

Global Command and Control System - Army (GCCS-A)
High Mobility Artillery Rocket System (HIMARS)
Integrated System Control (ISYSCON V4)

Interim Armored Vehicle (I1AV) - Includes NBC Reconnais-
sance Vehicle

Javelin Anti-Tank Missile

Joint Computer-Aided Acquisition and Logistical Support
(JCALS)

Joint Land Attack Cruise Missile Defense Elevated Netted
Sensor (JLENS)

Joint Simulation System (JSIMS)

Joint Tactical Radio System (JTRS)

Kiowa Warrior (OH-58D)

Land Warrior

Line-of-Sight Anti-Tank Missile (LOSAT)

Longbow Apache (AH-64D)

Longbow Hellfire Missile (Upgrades/Madifications)
M1A2 Abrams Upgrade

M2/M3 Bradley Upgrade

M270A1 Multiple Launch Rocket System (MLRS) Upgrade
MB829E3 (120mm Round)

Maneuver Control System (MCS)

Multiple Launch Rocket System Guided Rocket (GMLRS)
Obijective Crew Served Weapon System (OCSWS)
Obijective Individual Combat Weapon System (OICWS)
Reserve Component Automation System (RCAS)

Secure Mobile Anti-Jam Reliable Tactical Terminal
(SMART-T)

Sense and Destroy Armor (SADARM)
Sensor Fuzed Muniton

Single Channel Anti-Jam Man-Portable (SCAMP)
(MILSTAR, Block 1)

Stinger Re-Programmable Microprocessor Missile (RMP)

Suite of Integrated Infrared Countermeasures / Common
Missile Warning System to Include Advanced Threat
Countermeasures (SIIRCM/CMWS)

Suite of Integrated Radio Frequency Countermeasures
(SIRFC) (AN/ALQ-211)

Tactical Unmanned Aerial Vehicle (TUAV)
Tow-Fire & Forget Anti-Tank Missile

Transportion Coordinator Automated Information Move-
ment System Il (TC-AIMS 1)

UH-60M Black Hawk - All Upgrades
Warfighter Information Network-Terrestrial (WIN-T)

Wide Area Munition (WAM) - Advanced Hornet
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NAVY PROGRAMS

Acoustic Rapid Cots Insertion for Sonar

Advanced Amphibious Assault Vehicle (AAAV)-Includes
30mm Ammunition

Advanced Integrated Electronic Warfare System (AIEWS)
Advanced Land Attack Missile (ALAM)
Advanced Seal Delivery System (ASDA)

Aim-9x Sidewinder (Short Range Air-to-Air Missile Up-
grade)

Air Early Warning (AEW)

Airborne Mine Neutralization System / Rapid Airborne
Mine Clearance System (AMNS/RAMICS)

Amphibious Helicopter - Assault (Replacement) (LHA(R))
Ship Class

Ampbhibious Helicopter - Dock (LHD) Ship Class

Amphibious Personnel - Dock (LPD-17) Ship Class-
Includes 30mm Ammunition

AN/AAR-47 V2 Upgrade Missile / Laser Warning Receiver
AN/ALR-67 Advanced Special Receiver (ASR) V2 & V3
AN/APR-39A V2 Radar Warning Receiver

AN/SPY-1 B/D (All Versions)

Aucxillary Cargo / Ammunition Ship Class (T-AKE)
Cooperative Engagement Capability (CEC)

Cruiser Conversion

CVN-68 Class

CVN-77 Warfare System

CVNX Class

DD(X) Land Attack Destroyer

DDG-51 Destroyer (All Variants)

Defense Integrated Military Human Resources System
(DIMHRS)

E-2C Hawkeye

EA-6B Improved Capabilities (ICAP) 111 & Multiple
Upgrades (Low Band Transmitter, Band 7-8 Transmitter,
USQ-113 Communications Jammer)

Evolved Sea Sparrow Missile (ESSM)

Extended Range Guided Munition (ERGM)
F/A-18 E/F AESA
F/A-18 E/F Super Hornet (All Upgrades)

Fixed Distributed System / Advanced Deployable System
(FDS/ADS)

Global Command and Control System (GCCS) (Maritime)
Integrated Defensive Electronic Countermeasure (IDECM)

Integrated Surface Ship ASW Combat System
(AN/SQQ-89)

Joint Command and Control Capability (JCC(X)) Ship
Class

Joint Mission Planning System (JMPS)

Joint Standoff Weapon (JSOW) Baseline
(AGM-154 JSOW A)

Joint Standoff Weapon (JSOW) Blu-108
(AGM-154 JSOW B)

Joint Standoff Weapon (JSOW) Unitary
(AGM-154 JSOW C)

Joint Strike Fighter (JSF) - Includes 27mm Ammunition
KC-130J Aircraft

Maritime Prepositioning Force (Future)

MH-60R Helicopter

MH-60S Helicopter

Mk-48 MODS ADCAP

Mobile User Objective System (MUQS)

Multifunction Information Distribution System - Low
Volume Terminal (MIDS-LVT) (All Variants)

Multi-Mission Maritime Aircraft (MMA)

Navy EHF Satcom Program (NESP)

Navy Standard Integrated Personnel System (NSIPS)
Navy-Marine Corps Intranet (NMCI)

Quick Reaction Combat Capability / Ship Self Defense
System (QRCC/SSDS)

Rolling Airframe Missile (RAM)
SSGN-26 Ohio Class Conversion
SSN-21 Seawolf / AN/BSY-2
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NAVY PROGRAMS (continued)

SSN-23 Jimmy Carter

SSN-774 Virginia Class

Standard Missile-2 (SM-2) (Block V)

Standard Missile-2 (SM-2) (Blocks I11/111 A&B)

Standoff Land Attack Missile - Expanded Response
(SLAM-ER)

Strategic Sealift Program (SSP) Ship Class
Sub Comms (SUBSECS)

Surveillance Towed Array Sensor System (SURTASS) /
Low Frequency Active (LFA)

T-45Ts
Tactical Aircraft Mission Planning System (TAMPS)

Tactical Control System (TCS)

Tactical Tomahawk Missile

Tactical Tomahawk Mission Planning System / Tomahawk
Command & Control System (MPS/TCCS)

Trident Il Missile

Ultra High Frequency (UHF) Follow-On Satellite
Unmanned Combat Aerial Vehicle - Navy

USMC H1 Upgrade

V-22 Osprey

Vertical Take-Off Unmanned Aerial Vehicle (VTUAV)
Mission

AIR FORCE PROGRAMS

Advanced EHF (AEHF)

Advanced Medium Range Air-to-Air Missile (AIM-120)
(AMRAAM)

Advanced Wide Band System

ALR-56M Radar Warning Receiver

ALR-69 Radar Warning Receiver

B-1B CMUP/Computer Upgrade Block E

B-1B CMUP/DSUP(Defensive Systems Upgrade Program)

B-1B Conventional Munitions Upgrade (CMUP) All
Upgrades

B-2A Spirit

C-130 Avionics Modernization Program (AMP)
C-130J All Variants

C-17A/C-17A Upgrades

C-5 Avionics Modernization Program (AMP)

C-5 Reliability And Re-Engineering Program (RERP)
Combat Search & Rescue Replacement (CSAR)
Combat Survivor Evader Locator (CSEL)

Defense Civilian Personnel Data System (DCPDS)

Defense Meteorological Satellite System (DMSS)

Distributed Common Ground System - Air Force
(DCGS-AF)

E-3A Airborne Warning and Control System (AWACS)
Evolved Expendable Launch \ehicle (EELV)

F-15 Tactical Electronic Warfare Suite (TEWS) (AN/ALQ-
135 Band 1.5 Fiber-Optic Towed Decoy)

F-22 Raptor
Global Broadcast System (GBS)
Global Combat Support System - Air Force (GCSS-Af)

Global Command and Control System - Air Force (GCCS-
AF) - Theater Battle Management Core System (TBMCS)
- Air Operations Center - Weapons System (AOCWS)

Global Hawk Unmanned Aerial \ehicle (UAV)

Global Transportation Network-21 (GTN-21)

Integrated Log System-Supply (ILS-S)

Integrated Maintenance Data System (IMDS)

Joint Air-Surface Standoff Missile (JASSM)

Joint Direct Attack Munition (JDAM) 500 Lbs

Joint Direct Attack Munitions (JDAM) 1000 & 2000 Ibs
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AIR FORCE PROGRAMS (continued)

Joint Helmet Mounted Queing System (JHMCS)
Joint Precision Approach and Landing System (JPALS)
Joint Primary Training System (JPATS)

Joint Surveillance Target Attack Radar System (JSTARS)
(E-8C)

KC-135 Global Air Traffic Management (GATM) Upgrade
Large Aircraft Infrared Countermeasures (LAIRCM)
Milstar (Satellite Low/Med Data Rate Communications)

Minuteman |11 Guidance Replacement Program (GRP)
Phase |

Minuteman Il Propulsion Replacement Program (PRP)

Multi-Platform Radar Technology Insertion Program (MP-
RTIP)

Multiple Platform - Common Data Link (MP-CDL)
National Airspace System (NAS)

National Polar-Orbiting Operational Environment Satellite
(NPOESS)

Navstar Global Positioning System (GPS)
Predator Unmanned Aerial Vehicle (UAV)
Sensor Fuzed Weapon (SFW) P31 (CBU-97/B)
Small Diameter Bomb (SDB)

Space-Based Infrared System-High (SBIRS-H)
Titan IV

Unmanned Combat Aerial \ehicle - Air Force

Wideband Gapfiller Satellite (WGS)

DoD PROGRAMS

Artemis (Chemical Agent Standoff Detection System)
Ballistic Missile Defense Program

Business System Modernization (BSM)

Composite Health Care System Il (CHCS 1)
Corporate Executive Information System (CEIS)
Defense Joint Accounting System (DJAS)

Defense Medical Logistics Standard Support (DMLSS)
Defense Message System (DMS)

Defense Procurement Payment System (DPPS)

DFAS Corporate Database/Warehouse (DCD/DCW)
Fuels Automated System (FAS)

Global Command and Control System (GCCS) - Joint
Ground Based Midcourse Defense Segment

Joint Biological Point Detection System

Joint Biological Stand-Off Detection System

Joint Chemical Agent Detector
Joint Service Light NBC Reconnaissance

Joint Service Lightweight Standoff Chemical Agent
Detector

Joint Warning & Reporting Network

Medium Extended Air Defense System (MEADS)
Patriot Advanced Capability-3 (PAC-3) Missile
Sea Based Midcourse Defense Segment
Space-Based Infrared System-Low (SBIRS-L)
Space-Based Laser

Standard Procurement System (SPS)

Teleport

Theater High-Altitude Area Defense (THAAD) / GBR
Theater Medical Information Program (TMIP)
Yal-1 Airborne Laser (ABL)
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BALLISTIC MISSILE DEFENSE SYSTEM (BMDS)

BACKGROUND
n January 2002, the Secretary of Defense created the Missile Defense Agency (MDA) and consolidated the ballistic
I missile defense programs under the new agency. The rationale behind this decision was the creation of a
comprehensive, integrated Ballistic Missile Defense System (BMDS) that provides a layered defense capable of
countering threat missiles in all phases of flight. Former missile defense acquisition programs are now referred to as
BMDS elements. Leading up to this restructure, DOT&E oversight of program activity was very limited. However,
involvement in the planning, observation, and evaluation of documentation and test events improved significantly
throughout 2002. With the exception of PAC-3, which is in the process of being transitioned to the Army, all of the BMDS
elements are in a Research and Development Test and Evaluation phase.

MDA has adopted a capability-based acquisition strategy with 2-year development blocks. Technical goals and
objectives for each block are based on promising new technologies, progress in the development of BMDS elements, and
estimates of current and future threat capabilities. These blocks provide manageable development increments and
opportunities to fielding capabilities as they mature. Critical assessments of military utility and operational effectiveness,
suitability, and survivability will accompany each block decision. While developmental goals will be based on broad
classes of missions and threat characteristics, operational assessments of a block’s demonstrated capabilities will be based
on more specific missions and threats.

The Secretary established a Department goal to develop a layered BMDS capable of defending the United States,
deployed forces, allies, and friends using prototypes and test assets to provide early capability, if necessary. DOT&E is
responsible for providing advice to the Director, MDA on his goals and objectives for the BMDS. Due to the
restructuring, detailed goals and objectives were not available in FY02, but the MDA provided information on their
evolving plans for the test bed architecture, element research plans, and management strategy. MDA very recently
provided their proposed Technical Goals and Objectives for review and comment. These goals and objectives outline the
components and layered systems that are planned for the Block 2004 test bed. These plans also extend to the Block 2006
test bed configuration. Given their preliminary nature and the time available to review these plans prior to this report, the
capability that each element may contribute to the test bed will be discussed separately, recognizing the intent to
demonstrate an integrated layered defense in the future. The test bed approach answers some aspects of long standing
criticism regarding a lack of flight test and system integration realism. Currently the planned test bed infrastructure for
Block 2004 includes hardware and software components that are in active development. As the test bed matures and
capabilities are demonstrated, an inherent defensive capability will develop. However, it will be very difficult to estimate
operational availability or performance in real engagement conditions. This is a test bed, first and foremost.

MDA has established corporate activities for characterizing threat capabilities, building targets and countermeasures, and
studying system lethality. These initiatives, as well as the major BMDS elements, are discussed in the following
unclassified summary. More detailed discussions are available in a classified report to Congress.

THREAT BALLISTIC MISSILES

MDA is preparing an Adversary Capabilities Document that describes the threat missiles typically identified in a System
Threat Assessment Report. The Adversary Capabilities Document will emphasize performance characteristics that
describe threat capabilities, accounting for uncertainty in intelligence data and threat evolution. This will facilitate the
evaluation of system performance against a range of threat characteristics relevant to the intended defeat mechanisms.

For example, missile body construction, rocket motor internals, and fuel type are threat characteristics that will demonstrate
BMDS effectiveness when employing a laser weapon, while the effectiveness of a direct hit interceptor will depend much
more heavily on threat trajectory, decoys, or terminal maneuvers.
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TARGETS

The target development program is designing targets that can emulate the physical and flight characteristics of a broad
range of threats. Since detailed targets which are representative of an actual threat are extremely expensive and prone to
changing intelligence estimates, a robust, versatile set of targets is needed. Limitations on test ranges, practical limits on
program budgets, uncertainties in the threat, and the enormous variety of conditions under which a system may be
employed, require that hardware-in-the-loop facilities, models, and simulations be used to extend understanding of system
performance against various threats. Test targets that can be flown in a variety of modes are an important aspect of
sensitivity assessments that validate the models and simulations used to predict missile system performance.

LETHALITY

Lethality has long been defined at intercept. Kill criteria have been based on destroying the lethal payload, dismembering
the warhead or rendering the payload inert, or damaging the aeroshell sufficiently to prevent the threat missile from hitting
its intended target. When the intended target of the threat missile is an area populated with allied soldiers or civilians, the
suitability of these criteria is questionable, since they do not address residual effects on the ground due to an intercept.
The technical challenges to estimating these effects are substantial, and are proving very difficult. The MDA lethality
program is pursuing research activities to characterize impact damage, evaluate agent response to impact and aerodynamic
forces, and examine the transport mechanisms that deliver residual agents to the ground. Over the years, DOT&E has
encouraged research to better understand ground effects and will continue to follow developments to assure that kill
assessment methodology is updated and consistently integrated into an operational context.

ASSESSMENTS OF BMDS ELEMENTS

The BMDS elements have made progress this year in one or more of four areas: flight tests, system ground tests,
component ground tests, or system definition. The following sections briefly discuss the major BMDS elements. More
detail is included in our classified report to Congress.

GROUND-BASED MIDCOURSE DEFENSE
The Ground-Based Midcourse Defense (GMD) element mission is to
defend the United States against a limited strike of Intercontinental
Ballistic Missiles (ICBMs) from rogue nations, and unauthorized or
accidental launches from nations with existing nuclear weapons. The
GMD element is an integrated collection of components that perform
dedicated functions during an ICBM engagement. As planned, the GMD
element includes the following subsystems:

*  GMD Battle Management, Command and Control and

communications network

* In-Flight Interceptor Communications System

» Long-range sensors, including Upgraded Early Warning Radars
and a sea-based X-Band Radar

»  Ground Based Interceptors emplacements, consisting of a silo-based ICBM-class booster motor stack and the
Exoatmospheric Kill \ehicle. The President’s announced plan for the 2004 Test Bed plan places six Ground Based
Interceptors at Fort Greely, Alaska, and four at Vandenberg Air Force Base, California. In 2005, plans are to place
ten more at Fort Greely.

GMD plans to interface with other BMDS elements and existing systems through external system interfaces. Through
FYO06, these plans include GMD interfacing with the Cobra Dane radar, SPY-1B radars on Aegis ships, and Satellite-based
sensors in the existing Defense Support Program.

In FY02, the GMD program continued to demonstrate the technical feasibility of intercepting a “bullet with a bullet”
against simple target complexes. However, due to the stage of development and the following testing limitations, the GMD
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element has yet to demonstrate significant operational capability. The GMD test program in FY02 has suffered from the
lack of production representative test articles and test infrastructure limitations. It is noteworthy, however, that these
limitations are not the result of conscious decisions to minimize the test program, but result from an effort to gain early
insight into system design at a reasonable pace and cost. The GMD program is taking a slower, more deliberate approach
to testing to reduce both testing and program risk. This approach essentially responds to the “rush to failure” criticism
received from the Welch Panel. It is also a sound engineering approach for maturing both the system design and test
infrastructure. GMD is addressing these limitations as the 2004 GMD Test Bed is defined. Highlighted limitations are
described in Table I below.

Table I. Major GMD Test Limitations and MDA Mitigation Plans

Limitation Comments MDA Mitigation Plan
Lack of a deployable A deployable boost vehicle has yet to be Two boost vehicles are under
boost vehicle developed. Integrated flight tests have used | development. Initial flight

boost vehicles with lower burnout velocity testing of both vehicles is
and agility. Intercepts have been achieved scheduled for FY03.
in a small region of the threat engagement

space.

Lack of a realistically The GMD test radar is collocated at the Development of a mobile, sea-

placed midcourse sensor | interceptor launch site. The FPQ-14 radar, based radar is planned. GMD
a non-deployable asset, which tracks a has scheduled incorporation of
transmitter located on the test target, this radar into the GMD Test
currently accomplishes the midcourse Bed in the post-2005 time
tracking and discrimination functions. frame.

Fixed intercept point All of the flight tests have similar flyout and | The 2004 Test Bed will expand
engagement parameters. This limitation the range of flyout and
includes range constraints and a engagement conditions. Space
requirement not to create space debris. debris creation remains a

problem.?

 This constraint continues to force an unrealistic engagement at relatively low altitudes and with both the
target and interceptor velocities directed downward.

The flight test agenda for FY02 was intended to further validate the “hit-to-kill” concept for ICBM defense. To provide
more confidence in the concept, MDA planned Integrated Flight Test (IFT)-7 to be identical to the previously successful
IFT-6. Also, IFT-8 was nearly identical to IFT-7, with the exception of additional balloons in the target complex. These
balloons were not intended to be representative of actual countermeasures, but to increase the number of objects to be
tracked, without over-stressing the ground sensor or Kill vehicle discrimination capabilities.

Inearly FY03, GMD executed IFT-9 and IFT-10. IFT-9 had the same engagement parameters as IFT-8 with a slightly
different, but still simple, target complex. Additionally, an Aegis SPY-1 radar participated as an associated operation to
gather data for more active roles in future flight tests. IFT-9 successfully intercepted the reentry vehicle. In December
2002, GMD attempted a night intercept on IFT-10. The Exoatmospheric Kill Vehicle failed to separate from the surrogate
test booster and could not be guided to the target. Failure analysis for this event is ongoing. The Airborne Laser
prototype aircraft participated and successfully tracked the target with its passive infrared sensor.

The Program Office has suspended intercept flight-testing until the two developmental tactical boosters have been
successfully tested during IFT-13a and IFT-13b. Intercept flight tests, IFT-11 and IFT-12, have been eliminated from the
schedule. IFT-14 will be the next intercept attempt and will accommaodate IFT-10 and IFT-11 test objectives. This decision
is reasonable given the increased risk of surrogate booster failure, the resources that would have to be diverted from
tactical booster development to fix the problems, and the limited amount of additional information would be gained in IFT-
10 and IFT-11 over that available from previous flight tests.
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MDA must successfully complete planned developments to build and deploy the 2004 Test Bed so it is available to
support integrated system level testing that will verify the adequacy of the GMD system design and demonstrate its
limited operational capability in the case it is needed for emergency defense. Three critical developments include: a
deployable boost vehicle, demonstrated and integrated with the kill vehicle; a midcourse sensor to provide adequate real-
time track and classification capabilities to support an engagement; and kill vehicle discrimination and homing at higher
closing velocities and against targets with signatures, countermeasures and flight dynamics more closely matching the
threat. Threat likeness should consider infrared and radar signatures, tumbling targets, and off-nominal target complex
deployments. Test design should reflect the operators’ imperfect knowledge of the characteristics of the threat. In
addition, testing must demonstrate all necessary communications and interfaces with external systems. Testing should go
beyond the typical proof-of-concept demonstrations in order to provide a higher confidence in estimates of operational
capability.

The planned GMD 2004 Test Bed program is expected to accomplish some of
these objectives. Key exceptions are demonstrating kill vehicle performance in
the absence of detailed foreknowledge of target characteristics and against
tumbling or off-nominally deployed targets. Given the uncertainty of the threat,
it is unclear that the target signatures will be consistent with the threat when
fielded.

AEGIS BALLISTIC MISSILE DEFENSE

The Aegis Ballistic Missile Defense (Aegis BMD) element is intended to
provide U.S. Navy surface combatants with the capability to defeat short,
medium, and long-range ballistic missiles during exoatmospheric flight.
Ultimately, the Aegis BMD system is intended to act in concert with other
boost, midcourse, and terminal defensive elements of the BMDS.

The Aegis BMD test strategy through FY02 has been commensurate with the

early maturity level of the system. Flight test engagement scenarios have been

simplistic and limited to establishing the hit-to-kill proof-of-concept, and flight

qualifying non-legacy hardware and software components of the Aegis BMD

system. The ground test program on the solid-fuel divert attitude control

system has demonstrated good performance using a simpler, more producible monolithic design. These ground test
results support the planned transition to flight-testing with a fully capable divert system. Lethality ground testing to date
has established an important collection of data for assessing the lethality of an intercept event.

All three intercept shots (Flight Missions-2, 3, and 4) in 2002 were successful, with Flight Mission 4 demonstrating an
ascent phase intercept. The flight test engagement geometries, scenarios, and timelines were non-stressing. These
missions employed a simplified divert system design that has demonstrated sufficient agility to intercept at the target mid-
body. A more sophisticated divert system, capable of multiple divert pulses, is under development and must be integrated
into the system before engagement of the target warhead section is possible. Prior to Flight Mission-4, test targets were
not threat-representative in trajectory and pointing attitude, employing a lofted trajectory and a constant target aspect
angle that increased the target radar cross section as viewed from the ship. For Flight Mission-4, the target was
representative in both trajectory and signature. Flight tests have used unitary targets, with no intercept attempts against
more stressing separating targets. Flight tests against separating threats, or threats that employ countermeasures, are
required to fully assess the discrimination and designation capability of Aegis BMD. These test limitations will be
addressed as the Aegis BMD program matures and the test program becomes more challenging.

Since these firings have been from functional, fully manned, operational ships, this system could be employed in an
emergency with limited expectation of success. There are significant capabilities yet to be demonstrated before the
engagement conditions can be considered operationally realistic.
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THEATER HIGH ALTITUDE AREA DEFENSE

The Theater High Altitude Area Defense (THAAD) is a mobile ground-based
missile defense element designed to protect forward-deployed military forces,
population centers, and civilian assets from Short and Intermediate Range
Ballistic Missile attacks. THAAD is intended to intercept incoming ballistic
missiles using kinetic energy “hit-to-kill” technology. The THAAD system is
intended to be capable of intercepting missiles at either high endoatmospheric
or exoatmospheric altitudes. THAAD plans to provide an upper-tier missile
layer of defense complementing the lower-tier PATRIOT Advanced Capability-3
(PAC-3).

The THAAD test program continued to show progress during FY02, with
several successful component-level contractor tests. Additionally, THAAD
demonstrated limited interoperability with other BMDS systems (PATRIOT and
Aegis) in hardware-in-the-loop tests.

Funding shortfalls have reduced the number of spare flight missiles to one and
have caused the flight test program to be extended about nine months. An
earlier schedule showed the last flight test in 2QFY08; it is now scheduled for
4QFY08.

Element restructuring has also shifted some essential ground testing events to occur later in the program, relative to flight
testing. The THAAD element’s first flight test intercept attempt against a threat-like missile is planned for 1QFY06.

Missile safety testing, system level mobility, logistics, environments, reliability, and maintainability are all tested later in the
program. The prioritization of flight testing is intended to reduce the risk of finding significant system integration
problems late in the test program. This is a sound approach, but means that significant ground testing will have to be
performed if a decision is made to deploy capability early.

At this time, the THAAD element has no operational capability because there is no deployable hardware.

PATRIOT ADVANCED CAPABILITY-3

The PATRIOT air defense system uses guided missiles to engage and destroy
air-breathing threats (ABTSs) and tactical ballistic missiles (TBMs). PAC-3
Configuration-3 is the latest version. The PATRIOT system is designed to
defend against multiple hostile TBMs and ABTSs in electronic countermeasures
and clutter environments. The ABTs include fixed-wing and rotary-wing
aircraft, cruise missiles, tactical air-to-surface missiles, anti-radiation missiles,
and unmanned aerial vehicles.

The PAC-3 Configuration-3 system underwent Initial Operational Test and
Evaluation (I0T&E) between February and September 2002. IOT&E, when
combined with the developmental test and lethality test programs that were
completed in 2001, was adequate to assess the potential operational
effectiveness, suitability, survivability, and lethality of the PAC-3 system
against a set of existing and postulated threats.

The PAC-3 Follow-On Test Program (FOTP) currently consists of one flight
testin FY03, five in FY04, twelve in FY05, and five in FY06 and beyond. The
flight tests in FY05 and beyond are not yet funded. The FYO03 flight test is
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scheduled for May 2003 and will consist of two PAC-3 missiles ripple-fired at a TBM target flying the same trajectory as
the Operational Test/Developmental Test (OT/DT)-4a target. DT/OT-11 is scheduled for February 2004. ItisaPAC-3
ripple-fire (shoot-shoot) engagement against a TBM target and a PAC-3 shoot-look-shoot engagement against a cruise
missile target flying the same trajectory as the Operational Test-3b target. DT/OT-12 is scheduled for April 2004 and will
consist of PAC-3 ripple-fire engagements against two TBM targets. The first interceptor fired against each target in DT/
OT-11 and DT/OT-12 will be built with the cost-reduction initiative hardware changes that are intended to reduce the cost
of the PAC-3 missile without reducing capability. The other three FOTP flight tests in FY04 will be ripple-fire engagements
against short-range TBMs performing in-plane, out-of-plane, and range-extension maneuvers.

PAC-3 system capability is discussed in detail in the classified beyond low-rate initial production (BLRIP) report dated
October 2002. The BLRIP report supported the Defense Acquisition Board’s review of the program in late 2002 and its
recommendation to transfer the PAC-3 program to the Army for all future development and procurement. While the
Acquisition Decision Memorandum has not yet been approved, it is expected that the Army’s plan will be approved to
purchase 208 additional missiles in FY03- 04 to meet immediate inventory needs. The program office has proposed a
robust follow-on test program, details of which are in the final stages of definition. It is essential that the transition to the
Army include the funding resources needed to properly execute

the follow-on test program.

MEDIUM EXTENDED AIR DEFENSE SYSTEM

The Medium Extended Air Defense System (MEADS) is intended
to be a highly mobile air defense system for protection of
maneuver forces and fixed assets. The system should provide area
and point defense capabilities against multiple, simultaneous, 360-
degree attacks by ballistic missiles, large caliber rockets, fixed-wing
and rotary-wing aircraft, unmanned aerial vehicles, cruise missiles,
tactical air-to-surface missiles, and anti-radiation missiles. It
should be strategically deployable by C-130 roll-on/roll-off and
tactically mobile to keep up with maneuver forces. MEADS has
not yet entered the Design and Development phase; testing to date has been limited. MEADS is in the early prototyping
stages and has demonstrated no operational capability to date.

The MEADS is an international program being developed to meet the technical requirements agreed to by the MEADS
partners: the United States, Germany, and Italy. In July 1996, NATO formed the NATO MEADS Management Agency
(NAMEADSMA) to lead program activity. The United States, Germany, and Italy have staffed the agency.

The proposed program management structure includes both U.S. and international arrangements. U.S. oversight is
accomplished through the Integrated Product Team process. The Army’s MEADS National Product Office oversees U.S.
requirements development and serves as the single point of contact for U.S. support to NAMEADSMA. International
oversight is accomplished through the National Armaments Directors and a MEADS Steering Committee. The Army
Program Executive Officer for Air and Missile Defense represents the U.S. on the Steering Committee. Leadership
positions of NAMEADSMA will rotate among the nations.

Significant differences between the threats, operational environments, operational concepts, and technologies employed
for MEADS and PAC-3 dictate a robust developmental and operational test that builds on the PAC-3 testing efforts.
DOT&E is engaged in on-going testing program negotiations.
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AIRBORNE LASER

The Airborne Laser (ABL) is intended to shoot down enemy
ballistic missiles during their boost phase. The ABL engagement
concept is to place laser energy on the threat missile booster
motor casing, rupturing or damaging it sufficiently to cause the
missile to lose thrust or flight control and fall short of its
intended target. The ABL engagement of ballistic missiles in the
boost phase is intended to negate the missile before decoys,
warheads, or submunitions are deployed.

Currently three different Block configurations are planned: Blocks

2004, 2006, and 2008. Blocks 2004 and 2008 are on Boeing 747

transport aircraft modified to accommodate ABL subsystems.

Block 2006 consists of hardware and software updates and

continued testing of the 2004 weapon system Block 2008 will

also include the “Iron Bird,” a ground test facility constructed

inside the hull of a 747. The scope of the Iron Bird ground test facility is still under discussion, but it is expected to
develop from the System Integration Lab. The System Integration Lab is a facility at Edwards Air Force Base where the
Block 2004 laser software and hardware will be integrated and tested prior to being integrated into the Block 2004 aircraft.
Block 2006 will include the production of deployment specific sub-systems, including a deployable chemical farm. During
Block 2006, there will also be software and hardware enhancements to the ABL interoperability.

During FY02, the detection and tracking capabilities of the passive infrared sub-system were tested. It successfully
tracked F-16s during multiple flight tests. After verifying surveillance functionality with the F-16s, a Lance missile was
successfully tracked. Also, the GMD IFT-10 target was acquired and tracked by the passive infrared sensor, and tracking
data was collected for analysis. A determination of whether the track quality was sufficient for Battle Management is
expected in 2QFY03. Vibration in the Active Ranging System pod during the first flight and subsequent test flights of the
block 2004 aircraft prompted a re-design study of that structural component.

The ABL Block 2004 test program has significantly improved in the last year due to extension of the testing schedule,
resulting in a more realistic plan. The primary goal for Block 2004 is to demonstrate and ability to defeat a threat ballistic
missile using an airborne laser. Operational capabilities testing will not occur before the system demonstration at the end
of CY04. Due to the developmental nature of the Block 2004, there will be limited information on operational capability
until after the system demonstration. There is currently no ABL emergency capability apart from some passive detection
capabilities.
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Business System Modernization (BSM)

Agency (DLA) does business and to overcome severe deficiencies in existing information support systems. As

DLA strives to align business practices with best commercial practices by re-engineering logistics processes at all
echelons, robust information technology is needed to support this re-engineering. Specifically, the BSM program is
designed to establish a framework for continuous business practice improvements by:

The BSM program was conceived in late 1998 to address the radical changes in the way the Defense Logistics

«  Shifting to commercial business practices and capitalizing on industry-based integrated supply chain
management solutions.

*  Moving from organic to commercial sector support when business and readiness factors dictate.

«  Exploiting DLA’s leveraged buying capabilities and harnessing that power through value-added electronic
shopping opportunities to enable customers to get the best prices and fastest delivery of products and services.

The primary objective of this initiative is the attainment of a modern business systems environment. The Joint
Requirements Oversight Council-approved Operational Requirements Document identified the need for DLA to manage to
specific outcomes, allow optimization within given levels of resource, and support a management focus on product and
operating-cost reduction. These objectives represent DLA’s approach to meeting the requirements of the DoD Future
Logistics Enterprise and the DLA Strategic Plan. The BSM strategy’s first focus is to replace DLA’s primary legacy supply
chain management/materiel management systems—The Standard Automated Materiel Management System and the
Defense Integrated Subsistence Management System—uwith an expanded enterprise computing environment and
commercial-off-the-shelf software packages that include Enterprise Resource Planning and Advanced Planning Systems.
The BSM strategy, over the course of several

years, will result in a new agency-wide

information technology architecture that will

enable the DLA to reengineer its logistics

processes to reflect best modern commercial

business practices.

Business System Modernization provides a new agency-wide
computing architecture, enabling DLA to reengineer its logistics
processes to reflect the best modern commercial business practices.

19



20



DOD PROGRAMS

Composite Health Care System |l (CHCS II)

The Composite Health Care System I (CHCS I1) is a tri-Service, medical management automated information system
(AIS) that will be used in all military treatment facilities (MTFs) worldwide—fixed, deployed, and aboard ships. The
core capability is a uniform, comprehensive, legible, secure Computer-based Patient Record (CPR) for every
beneficiary. Building on the existing CHCS, CHCS Il integrates medical and dental information, and is a key enabler for
Force Health Protection and Population Health Improvement, two cornerstones of military medicine. CHCS Il also
addresses the need for readily accessible health care information on deployed Service members.

CHCS 11 will be implemented in multiple blocks with increasing functionality. Itachieved Milestone Iin 1998, and is
expected to receive a Milestone B/C limited deployment authority by the beginning of 2003. CHCS Il is a complex system
requiring coordination among the Services, DoD Tricare regions, MTFs, the DoD acquisition community, various oversight
organizations, and the test community. The Program Manager (PM) has effectively utilized Integrated Product Teams
(IPTs), but requirements and architectural changes have presented challenges in planning for Operational Test and
Evaluation (OT&E) of the integrated system.

During 1999 and 2000, Army Test and Evaluation Command (ATEC), the independent Operational Test Agency, conducted
Customer Tests (i.e., Operational Assessments) on CHCS Il prototype systems that were installed in selected clinics at
MTFs in Hawaii. Although the results indicated that these systems were not yet operationally effective or suitable, the
assessments provided valuable information used to design the next iterations of the software, which incorporated
substantial operational and technical architectural changes. In August 2002, the Joint Requirements Oversight Council
(JROC) approved an updated CHCS Il Operational Requirements Document (ORD).

TEST & EVALUATION ACTIVITY

»  During 2000 and 2001, CHCS Il Block 1, which targets ambulatory care, was installed in selected clinics at four test
sites, which comprise medium and large MTFs of the three Services: Portsmouth Naval Medical Center, Virginia;
Langley Air Force Base, Virginia; Fort Eustis, Virginia; and Seymour-Johnson Air Force Base, North Carolina. The
Program Manager (PM) continued to improve the software based on user input from the test sites and completed
Developmental Test and Evaluation in May 2002.

»  ATEC conducted Initial Operational Test (IOT) at the four test sites May 24 through July 3, 2002. More than 130
typical users (e.g., doctors, physician’s assistants, nurses, technicians, and administrative personnel)
participated.

TEST & EVALUATION ASSESSMENT
CHCS Il is on the leading edge of
technology and must link multiple
commercial-off-the-shelf products
in a way that is not being done, or
is even feasible, in the civilian
sector. It requires health care
providers to become increasingly
computer literate and also
introduces new techniques and
procedures, such as the use of
templates to record patient
encounters in an effort to
standardize the CPR. Since it will
be DoD’s premier health care
system, CHCS Il will have a
tremendous operational impact on

the fighting force. The CPR will Composite Health Care System Il provides a computer-based patient record for
be the first (military or civilian) every beneficiary of the military health system. It integrates medical and dental
cradle-to-grave automated health information and will be used in every military treatment facility worldwide.

care record: one that can
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revolutionize the effectiveness of the Military Health System (MHS) by providing instantaneous patient information to
health care providers worldwide.

ATEC found Block 1 to be operationally effective, operationally suitable, and survivable. DOT&E determined that the
Initial Operational Test and Evaluation (IOT&E) was adequate and agreed with the ATEC findings based on the JROC-
approved operational requirements. However, during the course of the IOT&E, it became apparent that an additional
mission performance parameter — one not found in the approved ORD - also applied. Health care providers (HCPs) at
every test site reported that the number of patient encounters that can be completed is a major measure of mission
performance in today’s MHS. Many of these HCPs said that they had been told to see as many as 25 patients per day.
User surveys, conducted during the 10T, indicated that a majority of HCPs who perform full patient encounters are
dissatisfied with the ability of CHCS 11 to help achieve this requirement. These HCPs indicated that a patient encounter
usually takes longer using CHCS Il than it would if documented solely on paper. The impact appears to be more severe for
some clinics (e.g., family practice and primary care) than for others.

CHCS Il clearly offers major benefits to the MHS, including a legible, accurate, and electronically transferable CPR mandated
by the President. Although the relationship between CHCS Il and the number of patients that can be seen is not yet completely
understood, the system may save time in other ways and may improve the quality of care. There are, however, very limited
test data at this time to support these contentions due to limited implementation of CHCS II. The OT&E could not establish
whether the acknowledged benefits of the system, and the fact that it fully met its ORD requirements, outweigh the reported
“bottom line” need to maximize the number of patient encounters. During the limited deployment, the medical community will
determine the overriding measures of success and will continue to assess CHCS 11 Block I. ATEC will conduct a continuing
evaluation of Block 1 in April 2003, with an emphasis on productivity and interoperability. Meanwhile, the Test and Evaluation
Master Plan is being updated to prepare for test and evaluation of Block 2 at selected test sites still to be determined.
Block 2 OT&E is currently scheduled to begin during the summer of 2003.

As part of the limited deployment process, the Assistant Secretary of Defense (Health Affairs), in consultation with the
Services’ Surgeons General, should reconsider the operational requirements for CHCS Il and the relative importance of
maximizing patient encounters before deciding whether to pursue fielding CHCS 11 Block 1 worldwide. The results of the
Block 1 reassessment should provide information to aid this decision. The PM, in the meantime, continues to focus on
improving system response time and refining system functionality, including the elimination of some manual workarounds
required during IOT. DOT&E will continue to work test issues with the PM, the test community, and the users through the
IPT process.
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Defense Medical Logistics Standard Support Automated
Information System (DMLSS AIS)

logistics capability for military treatment facilities (MTFs) and deployed field units by radically changing the

business processes. The DMLSS Automated Information System (DMLSS AIS) automates the processes. The
system integrates the medical logistics systems of the Services and reduces MTF inventories of medical and
pharmaceutical items. It supports four major functional areas: materiel management, facility management, equipment and
technology, and wholesale operations. DMLSS Release 3 is currently replacing all remaining legacy systems operated by
the individual Services except for one Army system, the Theater Army Medical Management Information System.

The Defense Medical Logistics Standard Support (DMLSS) program defines and implements a more efficient medical

The Operational Requirements Document was revalidated by the Joint Requirements Oversight Council in August 2001
and the Test and Evaluation Master Plan (TEMP) was updated during 2002. Since the system was first deployed to test
sites in 1995, the Navy Operational Test and Evaluation Force (OPTEVFOR), the independent Operational Test Agency,
has performed Operational Test and Evaluation (OT&E) on three major releases and some incremental system
enhancements. DMLSS AIS Release 2 was fielded worldwide to approximately 110 MTFs. Release 3 is currently being
fielded to Navy and Air Force MTFs. No further major releases are planned.

TEST & EVALUATION ACTIVITY

e During 2001, DMLSS AIS Release 3 was installed at three operational test beta sites: Naval Medical Center,
Portsmouth, Virginia; David Grant Medical Center, Travis Air Force Base, California; and Brooke Army Medical
Center, Fort Sam Houston, Texas. These sites comprise large MTFs that collectively exploit all of the Release 3
capabilities.

« OPTEVFOR conducted Operational Test in the normal operational environment at the three sites January 7-25,
2002. The general concept was to:
observe users performing typical
actions in an operational environment;
distribute user questionnaires and
conduct user interviews; and review
relevant reports, logs, and other
documentation.

e InJune 2002, OPTEVFOR performed a
limited Verification of Correction of
Deficiencies (VCD) at the Navy and Air
Force sites.

TEST & EVALUATION ASSESSMENT

As aresult of the January 2002 OT&E, DOT&E
assessed DMLSS AIS Release 3 as operationally
ineffective for the Army and operationally
unsuitable for all of the Services. The release
was not operationally effective for the Army
primarily because critical interfaces with financial
systems did not work, significantly hampering

fiscal accountability. Because of these failures, Defense Medical Logistics Standard Support Automated

DMLSS AIS Release 3 could not yet replace the Information System integrates the medical logistics systems of the
Army legacy system, the Theater Army Medical Services. It automates radically changed business processes that
Management Information System. The Navyand ~ Provide better support for military treatment facilities and

the Air Force, with different financial interfaces, deployed medical units.

legacy systems, and procedures, did not have
these operational effectiveness problems.
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In addition to the Army’s financial interoperability deficiencies, there were two rather less critical interoperability
deficiencies that affected the other two Services and caused DOT&E to judge the release as operationally unsuitable.
There were deficiencies in logistic supportability, training, and documentation. Some of the software had not fully
stabilized, configuration management exhibited weaknesses, on-line help features were inadequate, and user manuals were
not available or planned. In May 2002, the Program Manager (PM) stated that he had corrected the suitability deficiencies
and invited immediate verification of his corrective actions.

In June 2002, OPTEVFOR performed a limited VCD. Since resolution of all the Army problems was expected to take
considerably longer, this retest was limited to the Navy and Air Force sites. OPTEVFOR determined that there was still one
suitability anomaly: an automated Materiel Management Quality Control (MMQC) feature, designed to input quality
control warnings and messages into DMLSS AIS, did not always provide the required information. Although the interface
itself was fully operational, the outside Army activity responsible for formatting and posting MMQC data was not always
performing this task thoroughly and accurately.

The OT&E and VCD for DMLSS AIS Release 3 were adequately planned and executed. The test was conducted as
outlined in the approved TEMP and operational test plan. The system is not operationally effective or suitable for the
Army, but is operationally effective and suitable for the other two Services as long as the automated MMQC feature is not
used.

The PM asked the Army to intensify its efforts to properly format and post the MMQC data so that the messages can be
imported into DMLSS AIS for joint use. OPTEVFOR will continue its VCD to verify this. In the meantime, the Navy and
Air Force determined that their immediate critical needs for DMLSS AIS Release 3 warranted fielding to their sites before
the MMQC process was verified, and this was done with no significant operational or safety impact. DOT&E agreed that
these two Services could field the system and simply continue to use manual MMQC procedures until OPTEVFOR verifies
that the automated MMQC feature is working correctly.

In November 2002, the PM stated that the remaining Army deficiencies were corrected. DOT&E will work with OPTEVFOR
and the Joint Interoperability Test Command to plan for the Army VCD and will continue to provide oversight of DMLSS
AIS for any follow-on OT&E of required interfaces or other future DMLSS AIS enhancements. OPTEVFOR plans to
complete the final VCD for the Army in January 2003.
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Defense Message System (DMS)

The Defense Message System (DMS) is designed to enable anyone in DoD to exchange both classified and
unclassified messages with anyone else in DoD using a secure, accountable, and reliable writer-to-reader messaging
system. DMS supports organizational and individual messaging, although only organizational messaging provides
the ability to sign and encrypt messages using Fortezza cards. DMS is intended to reduce the cost and manpower
demands of the legacy Automatic Digital Network (AUTODIN) organizational messaging system. To replace AUTODIN,
DMS must be implemented in more than 40,000 organizations at more than 700 sites worldwide and must support message
exchanges with tactical forces, allies, other Federal Government users, and defense contractors. The DMS program will
ensure innovation by employing the latest commercial technology, supporting Allied Communications Publications 120,
and operating on Defense Information Infrastructure computers and communications backbone. While today’s security
needs require using the international X.400 messaging standard and X.500 directory services standard, the DMS program
expects to eventually move to the use of commercial Internet e-mail standards once they evolve to adequately support
security and military features. The timeline for such evolution is unclear at this time, but is a number of years in the future.

The Defense Information Systems Agency started the DMS program in 1988. Since the 1997 Initial Operational Test and
Evaluation of release 1.0, DMS has continued to improve through operational assessments (OAs) in 1998 and 1999, and
operational tests and evaluations (OT&ES) of releases 2.1 and 2.2. The AUTODIN backbone has been downsized to three
message-switching centers called DMS Transition Hubs. Most tests have revealed difficulties with site installations,
configurations, and overall security posture of DMS. DMS 2.2 Gold was approved for fielding in 2001, and DMS 3.0 was
approved for fielding to the General Services (GENSER) and tactical communities in May 2002.

TEST & EVALUATION ACTIVITY
 DMS3.00T&E, late Spring 2002, for the GENSER and Air Force tactical communities.
e DMS 3.0 OA for the Intelligence Community (1C), conducted in conjunction with the GENSER community OT&E.
The IC plans to conduct an OT&E of the IC solution in Spring 2003.
e Operational assessment of the Army’s Tactical Messaging System during the Joint User
Interoperability Communications Exercise (JUICE) 2002 communications exercise in August 2002.

TEST & EVALUATION ASSESSMENT

DMS 3.0 performed well for the GENSER and
Air Force tactical communities during OT&E.
However, with respect to the Critical
Operational Issue (COIl) on security, tests
revealed that system administrators had
again failed to protect all elements, primarily
attributable to poor security password
practices at many of the sites. This COIl was
unfavorably resolved. The operational test
agency, Joint Interoperability Test Command
(JITC), found that other than poor password
practices, DMS did not have other significant
vulnerabilities, and therefore determined the
system to be operationally suitable.
Administering DMS requires attention to

detail and relies heavily on complex The Defense Message System is designed to enable anyone in DoD to

documentation and manual configuration. exchange both classified and unclassified messages with anyone else in

System administrators were very competent DoD using a secure, accountable, and reliable writer-to-reader

in administering the system, although in messaging system. DMS supports organizational and individual
messaging.
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general they required assistance from the developer to initially configure the system. The Program Management Office
must continue to streamline system operations and system administration tasks, improve training, and enhance
documentation. The system administrators must strictly follow all established security policies and procedures. There are
several significant operational concerns with DMS. Two of these address the complexity of the DMS Certificate
Management Infrastructure (CMI) and the risk associated with value added products not going through the JITC
developmental test process.

Although many measures of effectiveness were successfully met, the IC’s OA of DMS 3.0 showed that the IC solution was
not sufficiently mature for a full OT&E. Interfacing to the legacy AUTODIN system was problematic within the IC. There
were also problems with certificates and Fortezza cards within the CMI.

During the JUICE 2002 exercise, the test of the Army Tactical Messaging System showed that the system hardware and the

DMS software worked very well. However, system administrators again experienced difficulties with Fortezza cards, initial
configuration of the system, and interfacing with the legacy AUTODIN.
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Defense Procurement Payment System (DPPS)

PPS is designed to be the standard DoD procurement payment system used for calculating contract and vendor
Dpayments, grants, and other agreement entitlements; and generating information that will be used by accounting,
disbursing, procurement, and other systems. Numerous DoD contract and vendor payment systems will be

consolidated into DPPS. DPPS will incorporate advanced technological solutions and business process improvements
that promote more effective and efficient payment activities throughout the DoD. To improve the DoD procurement
payment operations, DPPS must accomplishing the following:

»  Prevent negative unliquidated obligations.

* Reduce overpayments.

»  Establish single point funds availability validation.

*  Prevent unmatched disbursements.

»  Standardize processes.

»  Standardize shared data.

» Improve data management capability.

» Improve data integrity.

» Improve cross functional processes.

« Improve accuracy of procurement payment processes.

» Reduce labor intensive processes.

»  Reduce reliance on hard copy documents.

»  Provide greater flexibility for system changes.

»  Eliminate manual reconciliation.

To take advantage of commercially available software applications designed to operate in an open systems environment,
DPPS will be implemented on Oracle Financials with four tiers. Tier One is a thin-client component acting primarily as the
presentation layer. Tier Two is a web server supporting navigation via the web and workload balancing. Tier Three is an
application server containing a bulk of the application logic. Tier Four is a database server. End-user hardware must be
compliant with the Defense Financing and Accounting Service standards, which are consistent with the Defense
Information Infrastructure Common Operating Environment.

TEST & EVALUATION ACTIVITY

There were no operational testing activities
during FY02. Developmental test and
evaluation activities included the
completion of an Integrated Functional
Validation Test and phase 1 of the
Enterprise Integration Test. Several Test
and Evaluation Integrated Product Team
meetings were held during FY02 and a draft
Test and Evaluation Master Plan was
completed and in staffing.

The Defense Procurement Payment System will be the standard DoD
system used for calculating contract and vendor payments.
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TEST & EVALUATION ASSESSMENT

Enterprise Acceptance Testing was underway in November 2002 when the DoD Comptroller issued Program Budget
Decision 704 that effectively terminated the DPPS program. Accordingly, all planned testing activities have been
discontinued. Even more significant in this decision was the assessment that DPPS, within the DoD end-to-end
procurement solution, would not likely fit the future enterprise architecture. As a result, knowledge gained in the
development and testing of DPPS will be reviewed and, where applicable, applied to this future modernization initiative.
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DoD Distributed Common Ground/Surface Systems (DCGS)

The DoD DCGS is the architecture model for a family of systems capable of receiving, processing, exploiting, and
disseminating intelligence in support of a Joint Force Commander. DCGS objectives include the receipt of imagery
at ground and surface systems from national and tactical sensors and the exchange of intelligence between ground
and surface systems through use of common components and compliance with standards. U.S. Joint Forces Command
(USJFCOM) is the user representative for the architecture.

In FY01, a joint working group drafted a DCGS Capstone Requirements Document (CRD) with Information Exchange
Requirements (IERs). The CRD underwent O-6 and O-7 level reviews and was resubmitted to the Joint Requirement
Oversight Council in FY02. The DoD DCGS will subsume the Common Imagery Ground/Surface System (CIGSS)
architecture model that has been developed for imagery intelligence. The CIGSS TEMP has defined a Test and Evaluation
(T&E) strategy for assessing compliance with the CIGSS architecture model. Where applicable, the DoD DCGS T&E
strategy will re-use the concepts of the CIGSS T&E strategy. The Joint Interoperability Test Command (JITC) is
responsible for implementation of interoperability T&E programs for CIGSS and DCGS.

TEST & EVALUATION ACTIVITIES
»  CIGSS certification testing to determine the extent to which a CIGSS system complies with the standards for the
CIGSS architecture.
*  Working group meetings to begin drafting a Capstone TEMP.

TEST & EVALUATION ASSESSMENT

The CIGSS certification testing continues to reflect the technical exchange of information between components within a
system and between systems. Progress has been made in exchange testing which includes joint information exchanges,
albeit for a very limited set of systems (i.e., between the Marine Corps’ Tactical Exploitation Group, and the Navy’s Joint
Service Imagery Processing System-Navy.

There has been no operational testing of the
capability of a family of CIGSS systems to
support a Joint Force Commander with timely
and accurate intelligence products. Service
participants to the CIGGS T&E Working-level
Integrated Process Team have argued against
such testing based on their perception that
there is no joint concept of operations that
employs a joint family of CIGSS systems. The
Commander Operational Test and Evaluation
Force would like to conduct testing of the
Naval Fires Network in a joint environment
that includes systems from the other Services.
However, it has proven difficult for an
operational test agency to obtain the
participation of systems that are outside of
the control of their Service.

Further development of the DoD DCGS
Capstone TEMP is in limbo pending the Joint
Chiefs of Staff-approval of the DoD DCGS
Capstone Requirements Document. This
document will be necessary to steer
interoperability testing within the DoD DCGS
architecture.

DoD Distributed Common Ground/Surface Systems is a worldwide
deployable ground system that receives, processes, exploits,
correlates, and disseminates intelligence information to the
warfighters.
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Fuels Automated System (FAS)

The FAS program was initiated in FY96 to accommodate evolving requirements for the fuels mission of the Defense
Logistics Agency. FAS is designed to increase fuel accountability at the Defense Fuel Supply Points, integrate
automatic tank gauging and automated leak detection capabilities, provide a mechanism for specialized customer
support through tailored terminal interfaces, and promote real-time data processing.

FAS consists of Base and Enterprise levels, that collectively will provide an automated, integrated, and responsive system
for managing DoD fuels. The Base Level system provides transaction data at the fuel distribution terminal, whereas the
Enterprise Level system handles procurement, supply, and financial functions. The Base Level System consists of 400
commercial-off-the-shelf (COTS) microcomputer servers and 1,300 COTS microcomputer workstations deployed to 600
Military Services and Defense Logistics Agency locations. The Enterprise Level system comprises ten COTS mid-tier
servers and existing office automation at the Defense Energy Support Command headquarters, its regions, and field
offices.

Since the completion of the Base Level system in FY97, the FAS Program Management Office has turned its attention to
the Enterprise Level system. The Enterprise Level system comprises two major components: Oracle Federal Financials
provides accounts payable, general ledger, and accounts receivable functions; and Oracle Energy Downstream, a COTS
package that Oracle acquired from British Petroleum, manages fuels purchases.

Throughout FY98 and FY99, implementation of the Enterprise Level System was delayed because the vendor failed to
incorporate all requirements for prompt payment and price escalation into the Government layer of the financial
applications. During FY00 and FY01, the FAS Program Management Office implemented changes in the FAS software,
established information transfer capability between all FAS users, conducted FAS developmental test, and provided
training to FAS users.

Joint Interoperability Test Command (JITC) conducted the Initial Operational Test and Evaluation (IOT&E) for FAS (Base
and Enterprise levels combined) in August and September 2001. The testing was conducted primarily in the Rocky
Mountain/West Coast Region. During the

IOT&E, FAS was operating in parallel with the

legacy system, Defense Fuels Automated

Management System (DFAMS). DFAMS was

the system of record during the test.

TEST & EVALUATION ACTIVITY

An operational assessment (OA) was
conducted in December 2001 to reevaluate
deficiencies identified during the IOT&E, which
was conducted in August and September 2001.

TEST & EVALUATION ASSESSMENT

The IOT&E conducted during FY01 showed

that FAS was operationally suitable, but not

operationally effective. This conclusion was

based on the fact that Critical Operation Issue

(COI) Mission Performance and COI

Interoperability were not satisfactorily met

during the IOT&E. DOT&E directed thata The Fuels Automated System provides an automated, integrated,
follow-on OA be conducted to re-evaluate the and responsive system for managing DoD fuels.
deficient areas after they are rectified. JITC

conducted the follow-on OA in December 2001.

The OA results showed that most of the
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problems have been either fixed or improved upon, with the exception of the problems associated with system access and
audit log capabilities. The workarounds implemented during the OA were meeting the users’ needs and most users
interviewed indicated they were satisfied with the progress made. In May 2002, FAS received full fielding approval for its
first increment. An Operational Test and Evaluation is planned for the next FAS increment to support posts, camps, and
stations in FY03.
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Global Command & Control System - Joint (GCCS-J)

CCS-Jis the Department of Defense joint Command and Control (C2) system of record for achieving the full
G spectrum dominance articulated in Joint Vision 2020. It is a suite of mission applications that provides critical joint

warfighting C2 capabilities. GCCS-J is the principal foundation for dominant battlespace awareness, providing an
integrated, near real-time picture of the battlespace necessary to conduct joint and multinational operations. It fuses select
C2 capabilities into a comprehensive, interoperable system by exchanging imagery, intelligence, status of forces, and
planning information.

GCCS-J consists of a series of capability improvements fielded as spiral and incremental releases within evolutionary
blocks. Each release supports evolving user requirements for new or enhanced functional capabilities. Current releases
feature an adaptable and constantly improving client/server architecture using commercial software and hardware, open
systems standards, government-developed military planning software, web technology, and office automation.

TEST & EVALUATION ACTIVITY
All releases are tested in accordance with the Guidelines for Conducting Operational Test and Evaluation for Software-
Intensive System Increments, dated October 10, 1996.

GCCS-Jv3.4.0

GCCsS-Jv3.4.0 included significant upgrades to the Integrated Imagery and Intelligence (1) suite of applications
supporting battlespace awareness and minor upgrades to several other functional and office automation suites of
applications. The operational assessment was conducted February through March 2002. GCCS-J v3.4.0 was initially
assessed not operationally effective or suitable, primarily due to documentation and system loading problems. These
problems were addressed. The release was successfully retested and approved for fielding. The Operational Test Agency
created a white paper and briefing outlining lessons learned, which are being applied to subsequent operational testing of
GCCS-Jreleases.

GCCsS-J35.0

GCCS-Jv3.5.0 included major enhancement to the Global Combat Support System (Combatant Command/Joint Task Force)
(GCSS (CC/JTF)). Selective improvements were made to the Information Assurance posture of GCCS-J. The operational
assessment was conducted August through September

2002. GCCS-Jv3.5.0 was deemed to be operationally

effective and suitable with two caveats. First, a query

against the Joint Operational Planning and Execution

System (JOPES) database will be changed in future

releases to account for blank data, with workaround

instructions provided in the release instructions for

GCCS-Jv3.5.0. Second, the status of system security

testing will remain open pending the National Security

Agency Information Assurance assessment report to be

completed in November 2002. No new significant

security findings are anticipated for v3.5.0.

GCCS-Jv3.6.0
GCCS-Jv3.6.0 is the next spiral release, planned for May
2003. Itincludes enhancements in I° and Global Status

of Resources and Training System capabilities as well as Global Command & Control System - Joint provides a

migration of the personal computer client operating seamless operational picture of the joint battlespace and
system from Windows NT to Windows 2000. GCCS supports situational awareness and deliberate/ crisis
Operational testing is scheduled for late February 2003. planning with an integrated set of analytical tools and

flexible data transfer capabilities.
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GCCS-Jv4.0.0

GCCS-J Block 1V culminates with GCCS-J v4.0.0, which will introduce a new version of the underlying Common Operating
Environment infrastructure and a reengineered JOPES. GCCS v4.0.0 will be a major operational testing effort, currently
scheduled for early FY04.

TEST & EVALUATION ASSESSMENT
The Joint Interoperability Test Command (JITC) assessment leading up to and including the testing of GCCS-J v3.4.0 was
valuable and should be continued for all testing of the system. Several measures were key to achieving success in the test
of GCCS-Jv3.5.0. DOT&E worked more closely with both the GCCS-J Program Management Office (PMO) and JITC during
the early test planning stages to ensure that test readiness review checklists were complete and the data feed information
in the Test and Evaluation Master Plan (TEMP) was accurate. DOT&E will continue to be more actively involved in the
minor releases. Execution of the following recommendations will ensure smooth operational assessment events.
» The entire software release should be loaded and launched at JITC’s Indian Head facility prior to operational
testing.
» More detailed test readiness review checklists, with dates, should be developed.
» PMO should continue to play an active role in test site selection based on site capabilities and software version
release requirements.
» The PMO should identify all external data feeds early in the test process. Normally, this should appear in the
TEMP.
e JITC should coordinate the test plan earlier with the PMO.
» Testing should be conducted in two phases. The system administrators need at least 48 hours after installing the
release to perform functional checks prior to the start of the second phase of the operational test.
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Joint Biological Point Detection System (JBPDS)

The Joint Biological Point Detection System (JBPDS) is intended to provide early warning and identification of
biological warfare agents to supported forces. It will provide biological agent point-detection, identification, and
sampling capability for both fixed-site and mobile operations. The system is intended to detect biological agents in
less than one minute and identify the agents in less than 15 minutes. The Block I version, scheduled for limited urgent
fielding during FY03, is intended to identify ten agents. These ten agents are associated with Schedule A of International
Task Force 6, representing agents that have been produced in significant quantities and weaponized by threat nations.

The capabilities of JBPDS will be used by each of the Services. The Army’s JBPDS platform is the S788 lightweight multi-
purpose shelter mounted on a High Mobility Multipurpose Wheeled Vehicle- Heavy Variant. For the Marine Corps, the
JBPDS will be a component of the Joint Services Light Nuclear, Biological, and Chemical Reconnaissance Systems
(JSLNBCRS). Itwill complement the nuclear and chemical detection and monitoring capabilities of the platform.

The Navy’s JBPDS application will be permanently installed on naval surface combatant ships and at high priority shore
installations worldwide. The Air Force JBPDS will be deployed in the M116A3 trailer or man-portable configuration for air
base protection. Like the Marine Corps, the Air Force will also procure the JSLNBCRS (with JBPDS onboard) for defensive
air base operations.

In December 1996, the Joint Program Manger for Biological Defense approved the Milestone 11 decision for JBPDS, and the
system transitioned into the engineering and manufacturing development phase. JBPDS was placed under DOT&E
oversight in January 2000. The Under Secretary of the Defense (Acquisition, Technology and Logistics) designated the
entire Department of Defense Chemical Biological Defense Program, including JBPDS, as a Major Defense Acquisition
Program in May 2002. In November 2002, the Under Secretary rescinded the Major Defense Acquisition Program
designation, and the program is now an Acquisition Category 2 program.

TEST & EVALUATION ACTIVITY

In October 2000, the Joint Program Manager approved a two-phased, low-rate initial production strategy to fabricate nine
systems to support Operational Assessment (OA2).
He established specific performance entrance criteria
for the operational assessment and detection,
identification, and reliability entrance criteria for the
Initial Operational Test and Evaluation (IOT&E).
With a favorable assessment and recommendation
from the Operational Test Agencies to proceed to
IOT&E, the remaining 16 low-rate initial production
systems needed for IOT&E were authorized. The Air
Force Operational Test and Evaluation Center, the
Army Test and Evaluation Command, and the
Marine Corps Operational Test and Evaluation
Activity conducted OA2 during September and
October 2001. OA2 was conducted at Dugway
Proving Ground using man-portable and shelter
mounted JBPDSs in a ground scenario challenged
by biological simulants. The Navy’s Operational

Test and Evaluation Force conducted a shipboard The Army’s Joint Biological Point Detection System platform is
test of JBPDS against biological simulants in the S788 lightweight, multi-purpose shelter mounted on a High
November 2001 Mobility Multipurpose Wheeled Vehicle - Heavy Variant.

In February 2002, the Army requested an urgent
fielding of the JBPDS to upgrade the 310" Chemical
Company Biological Integrated Detection System
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(BIDS) due to the heightened threat to deployed forces. It also requested that an IOT&E be conducted with BIDS-JBPDS
beginning in August 2002 using the 310" Chemical Company as the operational test unit. There are six phases of the
IOT&E. Phase I isthe Army’s IOT&E at Dugway Proving Grounds. Phase Il is an Air Force and Marine Corps IOT&E at
Eglin Air Force Base in 2003. Phase Il is a cold weather operations test at McKinley Laboratory, Eglin Air Force Base in
2003. Phase IV is the Navy IOT&E on board a U. S. Navy Ship in 2003. Phase V is a follow-on test to confirm that
currently planned changes to the biological aerosol warning system (BAWS) and software have not degraded the
performance of the JBPDS. Phase VI is planned, as necessary, to repeat the first three phases with production articles.
Pursuant to the new strategy, the Army executed the first phase of the initial operational test from September to November
2002 to support the urgent fielding request to the 310" Chemical Company.

TEST & EVALUATION ASSESSMENT

JBPDS field test results from OA2 in September- October 2001, demonstrated that these systems met some, but not all
detection, identification, and reliability requirements established in the Acquisition Decision Memorandum (ADM) of 2
October 2000. The shelter-mounted JBPDS configuration met the ADM criteria for detection of dry BG* It did not meet the
ADM criteria for identification of dry BG, nor for the detection or identification of wet BG. The man-portable JBPDS
configuration met the ADM criteria for both the detection and identification of dry BG. It did not meet the ADM criteria for
the detection and identification of wet BG. Further, the demonstrated detection performance of both the shelter-mounted
and man-portable JBPDS units decreased rapidly with time and the system failed to meet reliability objectives established
by the Operational Requirements Document. Since this operational assessment, changes have been made to the BAWS
and other components to increase system durability and reliability. Multi-Service Operational Test and Evaluation
(MOT&E) will use the final production-representative systems, as modified.

The developmental component-level testing of biological warfare agents has been accomplished with aerosol challenges
against the BAWS and liquid-injection challenges against the identifier. These tests have established a tentative
correlation between live biological warfare agents and simulants planned for MOT&E field releases. The BAWS and assay
identifier as components do not adequately represent the whole system including the collector and fluid transfer system.
An adequate evaluation of the system will be based on the performance of the whole system tested in a chamber against
live biological warfare agents. The whole system test will also include the determination of agent viability after the sample
is collected from the system, transported, and delivered to a theater medical laboratory for analysis.

Phase 1 of the IOT&E was completed in November 2002. Analysis of the data is not complete at this time. Results will be
used to support the Army urgent-need fielding request.

1 Bacillus subtilis var. niger, a BW agent simulant.
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Joint Chemical Agent Detector (JCAD)

The Joint Chemical Agent Detector (JCAD) is a hand-held device that is intended to automatically detect, identify,
quantify, and warn users of the presence of nerve, blister, and blood chemical agents. JCAD will be mounted on a vehicle,
aircraft, or fastened to the operator’s load bearing equipment. JCAD will be used for on-station monitoring at designated
locations and employed as a survey instrument aboard ships. The system is intended to operate as a stand-alone detector,
as part of a small local network of other JCAD units, or interface with the Joint Warning and Reporting Network as part of a
larger network of biological and chemical detectors.

JCAD?’s hardware consists of the main Detector Unit (DU); a pre-concentrator accessory for extending the lower detection
limit of the DU; and an interface cradle that includes a mount and connections to interface the DU with external power,
external alarms, and other DUs to form a local detection network. One detector configuration is planned for use by all of
the Services. JCAD will replace or augment existing Service-unique chemical agent detectors.

A combined Milestone I/11 decision was made in December 1997 that allowed JCAD to enter into Engineering and
Manufacturing Development (EMD). Phase | of the EMD contract was awarded to BAE Systems in February 1998 and the
Phase Il contact option was exercised in April 1999. JCAD was placed under DOT&E oversight in January 2000.

The Air Force is JCAD’s lead materiel developer, while the Army is the lead developmental and operational evaluator.

TEST & EVALUATION ACTIVITY

In January 2002, the contractor conducted a government-witnessed blind test of the agent detection algorithm as part of
the chemical surety testing. Overall, the detector successfully completed its Critical Design Review 3 in February 2002.
The contractor has been conducting government witnessed Military

Standard 810 testing as part of Contractor Verification Testing.

The Operational Requirements Document was updated and approved as of
March 2002. The program office re-baselined the program in June 2002 to
account for funding changes. The current program baseline calls for
Milestone C in September 2003 and Initial Operational Test and Evaluation
beginning in FY04. The Test and Evaluation Master Plan is currently in
staffing.

TEST & EVALUATION ASSESSMENT

JCAD failed a series of chamber tests including: high and low temperature
operations, high humidity, solar radiation, and blowing rain environment.
Avretest is scheduled in 2003. The electromagnetic interference test
indicates some redesign of the case is required. The system entered
Production Qualification Testing (PQT) in FY03.

The live agent algorithm tests indicated the detector has difficulty
detecting a certain agent, particularly at low concentrations. The
operational risk is low, however, because this agent is difficult to use as a
weapon, highly volatile, and not widely used as a chemical agent. The
system is experiencing problems in detecting at the extremely low (miosis)
levels of concentration. This issue must be corrected if JCAD is to be

operationally effective in aircraft. The Joint Chemical Agent Detector is a
hand-held device that is intended to
The PQT plan provides a robust set of agent and interferant challenges to automatically detect, identify, quantify,
the detector, including weapon grade agent testing. In all, there are over and warn users of the presence of nerve,
9,000 separate challenges throughout the PQT. blister, and blood chemical agents.
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Agent-simulant correlation testing is ongoing at Aberdeen Proving Ground. So far, testing has identified one simulant that
will cause the detector to alert. The simulant, Triethyl Phosphate, is considered unsuitable because of its damaging effects
on paint and plastics. Afinal decision regarding its use will be made in 2003. However, there will be at least one agent
simulant available for operational testing. The PQT described above will provide the only data to assess JCAD’s
performance against live agents.
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Joint Service Light Nuclear, Biological, and Chemical
Reconnaissance System (JSLNBCRS)

The Joint Service Light Nuclear, Biological and Chemical Reconnaissance System (JSLNBCRS) is a mobile
reconnaissance system intended to detect and report Nuclear, Biological, and Chemical (NBC) hazards on the
battlefield. The JSLNBCRS consists of a Base Vehicle equipped with hand-held and vehicle-mounted NBC
detection and identification equipment. Detectors selected for use on the JSLNBCRS provide the capability to detect,
sample, and identify known NBC agents, as well as Toxic Industrial Materials. Communications equipment is required to
transmit analog and digital messages and NBC contamination warnings. A system for marking contaminated areas is also
included. Local meteorological and accurate navigation information is provided by onboard meteorological and global
positioning systems. Two base vehicles are planned: the High Mobility Multipurpose Wheeled Vehicle (HMMWY) for the
Army, Air Force, and Marine Corps and the Light Armored Vehicle (LAV) for the Marine Corps.

JSLNBCRS is intended to provide new sensors and information
dissemination systems to detect chemical or biological attacks at
extended ranges and provide warning to affected units.
JSLNBCRS will be employed in forward combat areas and
integrated into the overall reconnaissance and surveillance effort
to support combat operations. It will also be employed in rear
areas to monitor main supply routes, logistics bases, airfields,
ports, and key command and control centers for NBC hazards.

TEST & EVALUATION ACTIVITY
The JSLNBCRS Test and Evaluation Master Plan (TEMP) was
approved by DOT&E in June 2001.

Developmental Test (DT) Il was conducted for the HMMWYV
variant from May 2002 to August 2002. A Limited User Test
(LUT) followed DT Il during September and November 2002,
which is intended to support the Low-Rate Initial Production
decision in January-February 2003. The HMMWYV LUT tested
the operational effectiveness and suitability of JSLNBCRS
performing its reconnaissance and security missions in a United
States Marine Corps ground scenario and a United States Air
Force airbase scenario. ADT Il of the Low-Rate Initial
Production units will follow the LUT to address operational
issues found in testing before the Initial Operational Test and
Evaluation (IOT&E).

Two production representative LAV vehicles, which have been
refurbished, will be integrated with the common JSLNBCRS
mission suite from October 2002 to April 2003. DT | for the LAV
system is planned from June to July 2003 and precedes the
IOT&E. . L N
The Joint Service Light Nuclear, Biological, and
Acommon HMMWV-LAV IOT&E will be conducted in FY04 with Chemical Reconnaissance System consists of a

. : S base vehicle equipped with hand-held and
Army, M C ,and Air F t tion. ; X - -
rmy, Marin€ L-0rps, and Aur Force participation vehicle-mounted NBC detection and identifica-

tion equipment. Two base vehicles are planned:
the High Mobility Multipurpose Wheeled Vehicle
for the Army, Air Force, and Marine Corps and
the Light Armored Vehicle for the Marine Corps.
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TEST & EVALUATION ASSESSMENT

The results of DT Il HMMWYV testing were reviewed, in accordance with the TEMP, prior to the start of the LUT in
September 2002. The Army determined that JSLNBCRS had demonstrated system integration of the sensor suite prior to
the start of the LUT. The TEMP planned for the use of prototype sensors for the LUT. The data from this test is still being
analyzed.

Because the final full-rate production contract will be a full and open competition, the system that will be tested in IOT&E
might not be the system that is fielded. A Follow-On Test and Evaluation will be conducted for the full-rate production
system, if it is different than the system used for IOT&E.

During the past year the Army has debated its participation in the JSLNBCRS program and the most effective mix of light
HMMWY and armored NBC reconnaissance systems to support light, rear, and heavy forces. The Army withdrew from
participation in the LUT, but now the Army intends to procure the HMMWYV JSLNBCRS system, although the final mix of
light and armored systems is under review. The uncertainties of Army participation in the program and deviations from the
TEMP might force an additional operational assessment excursion prior to the IOT&E using the Army’s Force Battle
Command Brigade and Below Command and Control System.
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Joint Service Lightweight Standoff Chemical Agent Detector
(JSLSCAD)

SLSCAD is intended to be a passive detector of chemical agent vapors at ranges up to 5 km (10 km objective). It is
intended to provide real-time detection of specific types of chemical warfare threats to U.S. forces at both fixed sites
and while on the move.

This system will be installed in fixed locations for protection of facilities and installations such as air bases. The mobile
configurations of Block 1 JSLSCAD will be used on platforms such as ground vehicles and ships. Aircraft configurations
will be included in JSLSCAD Block 1. The JSLSCAD will have visual and audible indicators to display the chemical agent
class (nerve, blister, and blood), and to indicate the azimuth and elevation (but not distance) of the detection. Detection
and warning information may be entered automatically into Service command, control communications, computers and
intelligence (C*l) systems, or the information may be reviewed and distributed manually. JSLSCAD is to be interoperable
with the Joint Warning and Reporting network when it becomes available.

JSLSCAD consists of four major components: scanner module, sensor electronics module, operator display unit, and
power adapter. There are two configurations of the scanner module. The aerial applications scanner covers a 60-degree
forward-looking cone, and the ground mobile/fixed site/shipboard configurations scan 360-degrees in azimuth and +50 to —
10-degrees in elevation. The JSLSCAD Block I is intended to be integrated into the Joint Service Light Nuclear, Biological,
and Chemical (NBC) Reconnaissance System (JSLNBCRS) and the Stryker-NBC Reconnaissance Vehicle, and will be
employed aboard Navy landing ship docks or equivalent aviation capable amphibious ships. JSLSCAD Block Il is
intended to be carried on Army and Navy helicopters, and outboard on selected Air Force C-130 aircraft. Present plans call
for the JSSLSCAD to be carried as an unmanned aerial vehicle payload, but the unmanned aerial vehicle to be used has not
been selected.

The current operational requirements document was ap-
proved in June 1997, and is now being revised. JSLSCAD
achieved Milestone Il on September 17, 1996. The Test and
Evaluation Master Plan for JSLSCAD was approved in 1997,
before the system came under DOT&E oversight in January
2000. Arevised Test and Evaluation Master Plan dated
September 30, 2002, is in Service coordination.

TEST & EVALUATION ACTIVITIES
JSLSCAD’s engineering development tests were completed in
April 2001.

Production qualification test/developmental test (PQT/DT)
began in February 2002 at Dugway Proving Ground. The
February PQT/DT events were in the chamber, using three
nerve agents and one blister agent, and were intended to
prove system performance and to correlate the system’s
chamber performance with open-air releases of chemical
simulants. Problems encountered during the developmental
testing resulted in the contractor revising the processing
algorithm and retraining the system’s neural network. High
false alarm performance has caused early termination of some
developmental tests. PQT/DT began anew in the test
chamber at Dugway in July 2002 with the revised algorithm.

This system will be installed in fixed locations for
protection of facilities and installations such as air
bases. The mobile configurations of Block | Joint
Service Lightweight Standoff Chemical Agent
Detector will be used on platforms such as ground
vehicles and ships.
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TEST & EVALUATION ASSESSMENT

The revised algorithm used in the renewed tests appears able to process most of the signals it has received from the same
agents where it failed in February. There remain questions, however, about JSLSCAD’s performance in terms of its ability
both to detect adequately agent vapor levels other than that for which its neural network was trained or its ability to detect
and identify weapons grade agent in varying strengths. Completion of PQT/DT events should answer many of these
questions, but lack of weapons grade agent from various potential threats may leave some questions not completely
answered.

Test limitations in the Initial Operational Test and Evaluation (IOT&E) will include the use of simulants instead of actual
agents. Although the chosen simulants approximate spectral or physical characteristics of agents, they do not match
them. Current testing is intended to support the ability to correlate concentration levels of real chemical vapors to
concentration levels of simulant vapors. Even if a good correlation could be determined, the details of the algorithm in the
JSLSCAD must be changed to allow it to detect a simulant vapor, and hence there could be low confidence that the system
will be operationally effective on the battlefield. Other limitations include simulation of agent delivery by explosive, line,
and stack release devices instead of actual weapons, and a restricted C*l network warning capability instead of a full
theater or joint task force C*l system. Achieving ideal delivery conditions during tests is difficult due to the vagaries of
weather, and the desired effects of the atmospheric mixing layer dictate that releases are best made during pre-dawn hours.
The test site at Dugway, an isolated, desert location that does not represent military bases, cities, or many types of
battlefields where JSLSCAD likely will be deployed, is a limitation. A Navy test is planned to be done at sea and the Air
Force plans to test the system at Eglin Air Force Base.

The IOT&E budget for Block | (fixed site, ground mobile, and shipboard) is not fully funded; $8.303 Million is required, of

which $2 Million is unfunded. Block 11 tests (the airborne and networked version) are unfunded. The program office has
requested $2 Million for the test in 2003.
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Joint Warning and Reporting Network (JWARN)

The Joint Warning and Reporting Network (JWARN) is a standardized software application intended to provide
Nuclear, Biological, and Chemical (NBC) warning and reporting, downwind hazard prediction, operations planning,
and NBC management capabilities for Joint Forces, from battalion to theater-level command. JWARN will be
located in the NBC Cell of Command and Control Centers and employed by NBC specialists and other designated
personnel. Its primary functions are to report and warn Commanders and personnel of NBC attacks; to perform analysis of
NBC information and provide hazard predictions; to support planning and assessments of NBC defense; and to support
sensor management including maintenance planning, configuration control, performance monitoring, and testing.

JWARN will be hosted on Joint and Service Command, Control, Communications, Computers, Intelligence, Surveillance,
and Reconnaissance (C*ISR) systems utilizing the Defense Information Infrastructure Common Operating Environment
(DIl COE) common resources applications. JWARN C*ISR host systems include: Global Command and Control System
(GCCS), GCCS-Army, GCCS-Maritime, Intelligence Operations Server (10S), the Theater Battle Management Core System
(TBMCS), Maneuver Control System (MCS), Force XXI Battle Command, Brigade and Below (FBCB2), Advanced Field
Artillery Tactical Data System (AFATDS), and Command and Control PC (C2PC). The JWARN will share information with
Command and Control and other DoD databases providing information on friendly and enemy forces, terrain, weather, and
others.

This system is intended to exchange information with legacy and new development NBC sensors, including the M8AL
Chemical Agent Alarm, M21 Remote Sensing Chemical Agent Automatic Alarm, M22 Automated Chemical Agent Detection
Alarm, Integrated Point Detection System, Radiac AN/VDR-2, Radiac ADM-300A, and the following systems currently in
development: Joint Biological Point Detection System, Joint Services Lightweight Standoff Chemical Agent Detector, Joint
Chemical Agent Detector, NBC Reconnaissance System, and Joint Services Light NBC Reconnaissance Vehicle. The
JWARN Component Interface Device (JCID) will allow the exchange of information between the NBC sensors and the
JWARN application hosted on the C*ISR systems via Service specific C*ISR communications architecture (radio, wire, etc).

JWARN is being developed in three Blocks.
Block I is stand-alone NBC analysis
software that is already fielded. Block Il is
mission software only and will be hosted
on the higher echelon command and
control systems, GCCS, GCCS-M, GCCS-A,
TBMCS, and 10S. Block Il will be hosted
on these C*ISR platforms plus C2PC, MCS,
FBCB2, and AFATDS. Block Il will be
linked to the NBC sensors via JCID
interface for remote monitoring and control.
This Block will also be linked to the Joint
Effects Model (JEM), which will provide
advanced hazard prediction and modeling
and simulation for use by JWARN.

The Embedded Common Technical
Architecture (ECTA) program is a related
effort to provide warning and reporting of
NBC hazards to U.S. Forces. Unlike

JWARN Block I1, it is intended to link The Joint Warning and Reporting Network’s primary functions are to
tactical sensors to Service unique command ~ 'eport and warn Commanders and personnel of NBC attacks; to perform
and control systems such as the Army’s analysis of NBC information and provide hazard predictions; to support
FBCB2, and it will integrate with the Navy’s ~ Planning and assessments of NBC defense; and to support sensor
GCCS-M command and control system. management including maintenance planning, configuration control,
ECTA is managed by the Army. performance monitoring, and testing.
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TEST & EVALUATION ACTIVITY
The Test and Evaluation Master Plan (TEMP) has been undergoing revisions for the past year due to its re-baselined
schedule and evolutionary blocking strategy for the program.

TEST & EVALUATION ASSESSMENT

Since the program was placed on oversight, DOT&E has worked closely with the Marine Corps Systems Command to
address the inadequacies of the draft TEMPs.

JWARN must integrate with many joint C*ISR systems and NBC sensors. A significant degree of planning is necessary to
ensure co-development of JWARN with the Service command and control hosts. There has been a tendency to view the
performance of JWARN in isolation- first from the NBC sensors, and, second from the host C*ISR systems. It will be a
challenge to conduct operational testing within the context of the total system of sensors, and C*ISR systems. The TEMP
must address strategies to co-develop JWARN on the command and control hosts and it must plan for a system-of-
systems Initial Operational Test and Evaluation with JWARN, the GCCS host, sensors, and JEM.

DOT&E is also involved with a separate review of the ECTA Test and Evaluation strategy, which must also demonstrate its

integration strategy with GCCS-M, FBCB2, and a system-of-systems Initial Operational Test and Evaluation prior to
fielding.
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Standard Procurement System (SPS)

The Standard Procurement System (SPS) is designed to improve the speed and effectiveness of contract placement
and contract administration functions. Once completed, it will interact more effectively with other DoD activities
and with industry, and improve visibility of contract deliverables while maintaining DoD readiness with reduced
resources. SPS comprises components at multiple levels, including mainframe processing at Defense Information Systems
Agency MegaCenters, minicomputers at the intermediate level, and Local Area Network-based workstations at the user
level. Software consists of selected operating systems, network operating systems, client-server software, distributed
systems software, and American Management Systems’ commercial derivative software.

The SPS acquisition strategy is based on procuring and enhancing American Management Systems’ “Procurement
Desktop—-Defense” software. To be delivered in four increments, SPS Increments 1 and 2 were operationally tested in 1997
and fielded to limited Defense Logistics Agency and Navy sites.

During the summer of 1998, Joint Interoperability Test Command (the designated Operational Test Agency), conducted
tests at two Army sites and two Navy sites on a portion of the Increment 3 (Version 4.0) software functionality. Based on
the user-validated requirements in the Operational Requirements Document, Joint Interoperability Test Command (JITC)
found that Version 4.0 software was operationally effective and suitable for only a small number of contracting offices that
had no (or minimal) prior automated procurement support. Due to the significant number of system deficiencies and
inaccuracies, DOT&E determined that \ersion 4.0 software was neither operationally effective, nor operationally suitable
for administering large procurement contracts. DOT&E recommended that the Program Management Office take immediate
actions to correct these deficiencies prior to full fielding.

Since the completion of \Version 4.0 Operational Test and Evaluation, testing activities had been focused on conducting
Operational Assessments (OAs) on Version 4.1 and follow-on maintenance releases to verify correction of deficiencies and
to assess enhanced capabilities. Throughout FY00 and FYQ1, JITC continued to conduct OAs to provide feedback to
improve SPS performance. JITC uses sites

that had already converted over to SPS from

their legacy systems. The OA results showed

that there were still many unresolved system

deficiencies of major operational impact, even

though users noted that system functionality

had improved in comparison with the

previous versions.

In January 2002, the DoD Deputy Chief
Information Officer directed that SPS cease
further development of Version 5.0 and limit
its development efforts to SPS Version 4.2 and
maintenance of prior versions, due to
schedule breach (and possibly cost breach)
and other reasons.

The Standard Procurement System will improve the speed and
effectiveness of contract placement and contract administration
functions.
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TEST & EVALUATIONACTIVITY
During the past year, there have been no operational test activities.

TEST & EVALUATION ASSESSMENT

Based on earlier Operational Test and OA findings, a variety of operational issues remain; some span many sites and some
are site-unique. In general, users expressed a desire for longstanding deficiencies to be corrected as soon as possible.
The SPS Program Management Office must continue to focus on correcting deficiencies identified during the previous
tests.
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Teleport

access to Defense Information System Network (DISN) services and will provide cross banding between different

SATCOM systems. The Teleport program was established to satisfy the communications requirements and
objectives specified in the DISN Capstone Requirements Document (CRD). The DoD Teleport directly supports the DISN
CRD requirements of worldwide coverage and connectivity, interoperability, responsiveness, and technology insertion.
The Teleport system will perform its mission from six teleport core facilities, (Northwest, Virginia; Ramstein/Landstuhl,
Germany; Lago Patria, Italy; Fort Buckner, Japan; Wahiawa, Hawaii; and Camp Roberts, California), and will be operated by
the local operations and maintenance command at each installation or facility.

The Department of Defense (DoD) Teleport System will provide deployed Satellite Communications (SATCOM) users

The Teleport fielding plan uses a spiral acquisition process for three Generations of the Teleport System. Generation One
I0C1, scheduled for 1QFY04, provides upgraded X-, C-, and Ku-band capabilities and capacities at existing Standardized
Tactical Entry Point (STEP) sites. Generation One 10C2, scheduled for 3QFY04, provides Ultra High Frequency (UHF)
capabilities. Generation Two, scheduled for completion during 4QFY 05, incorporates Extremely High Frequency (EHF), L-,
and commercial/military Ka-band SATCOM capabilities, as well as High Frequency (HF) radio capability. Generation
Three, Full Operational Capability, scheduled for 4QFY 10, incorporates advanced Military SATCOM systems, including
Advanced EHF and the Advanced Wideband System, into the Teleport design. The Defense Information Systems Agency
(DISA) is the lead agency for system development. The Joint Interoperability Test Command (JITC) is the Operational Test
Agency for this program.

TEST & EVALUATION ACTIVITY

The TEMP was initially written to support the Generation One program initiation at Milestone C. The primary focus of this
version of the TEMP was the Operational Assessment (OA) supporting Milestone C and the Initial Operational Test
&Evaluation (IOT&E) supporting the IOC1 declaration. ATEMP update is in coordination, which will support Generation
Two program initiation.

In support of Generation One program initiation, JITC performed an OA at the Northwest Interim Teleport during 2QFY02.
The Northwest facility is one of the STEP sites and as such was considered an Engineering Development Model (EDM) for
the Teleport. An OA for EHF was conducted in 1QFY03 to support a Generation Two Milestone C Decision for EHF long-
lead items and a Milestone B for the remainder of the Generation Two program. The OA consisted of two major parts, a
field demonstration using Marine EHF

terminals at Camp Le Jeune and Fort Bragg to

access DISN services, and observation of

operational Navy EHF communications at the

Naval Computer and Telecommunications Area

Master Station (NCTAMS) Atlantic Area

(LANT). Because the Navy was in the process

of correcting several problems with the

shipboard EHF terminal, the data collection for

the OA will continue into the winter of 2003 to

verify that these problems have been

corrected.

IOT&E will be conducted in 4QFY03 on the
first complete site to support the Generation
One I0C 1 decision, and Follow-on Test and

Evaluation (FOT&E) will be carried out in DoD Teleport System is a telecommunications collection and
3QFY04 to support the Generation One 10C 2 distribution point providing deployed forces with multiband,
decision. There will then be a subsequent multimedia communications system and worldwide reach-back
FOT&E to support Generation Two 10C in capabilities to the Defense Information System Network.

4QFYO05 and a FOT&E to support Generation
Threein FY10.
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TEST & EVALUATION ASSESSMENT

During the OA at Northwest during 2QFY02, JITC determined that the Northwest STEP site represented approximately 83
percent of the full functionality of the target Teleport sites and thus was sufficiently representative for the test. The
Northwest Interim Teleport successfully met current user requirements according to the capabilities assessed. The site
had adequate satellite coverage, demonstrated DISN services and interoperability over multiple satellite bands, provided
bulk encryption for SATCOM links and limited automated technical control, and maintained greater than 95 percent
operational availability for circuits, trunks, and links. The level of functionality and the system performance demonstrated
during the OA was sufficient for DOT&E to support the Milestone C decision and initiation of contracts for the Generation
One Teleport sites.

The JITC conducted an OA of the proposed DoD Teleport’s Generation Two capabilities in October 2002. The OA focused
on providing DISN service access to deployed users over a MILSTAR EHF connection. During the field demonstration,
deployed Marines at Camp Le Jeune used a SMART-T EHF satellite link with a SMART-T at Fort Bragg to place Defense
Switched Network (DSN) phone calls and send Unclassified-but-Sensitive Internet Protocol Router Network (NIPRNET)
and Secret Internet Protocol Router Network (SIPRNET) messages. The exchanges successfully provided proof of
concept for accessing DISN services via EHF using the general architecture proposed for DoD Teleport. Asimilar
exchange of DSN phone calls and electronic mail messages demonstrated the feasibility of cross-banding from Super High
Frequency to EHF. To complement the field demonstration, JITC also observed operational NIPRNET and SIPRNET traffic
at NCTAMS LANT. This confirmed that deployed users are already using EHF satellite links to access DISN services and
provided an assessment of the Navy Medium Data Rate (MDR) appliqué terminal.

The Teleport program is actually purchasing the MDR Follow-On Terminal (FOT), which was not accessible during the OA
atany shore locations. Therefore, to supplement the data collected at NCTAMS LANT, during 2QFY03 JITC will collect
FOT data from a deployed battle group. This will also verify if all major problems have been corrected before purchasing
the majority of the EHF terminals for the Teleport program.
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Theater Medical Information Program (TMIP)

deployed medical forces to support all medical functional areas, including command and control, medical

logistics, blood management, patient regulation and evacuation, medical threat/intelligence, health care delivery,
manpower and training, and medical capability assessment and sustainment analysis. TMIP Block 1 performs these
services by integrating information from existing medical systems, including the Composite Health Care System (CHCS),
CHCS 11, Defense Blood Standard System, and Defense Medical Logistics Standard Support (DMLSS). TMIP will
continue to integrate other medical applications that have been developed for use during deployment such as the
Transportation Command Regulating and Command and Control Evacuation System.

The Theater Medical Information Program (TMIP) is a tri-Service system that is designed to provide information to

TMIP will be developed incrementally in “blocks” of increasing functionality and integration. The military Services fund
their own infrastructure (networks and communications) and computer hardware to host the TMIP software in the theater
environment. The Joint Requirements Oversight Council (JROC) approved a Capstone Requirements Document in January
1999 and the Operational Requirements Document (ORD) for TMIP Block 1 in October 2000. The JROC revalidated the
Block 1 ORD in August 2001. Block 2 Milestone B and Block 1 Milestone C decisions were awarded by the Information
Technology Acquisition Board in November 2002.

TEST & EVALUATION ACTIVITY

e InMarch 2001, the Army Test and Evaluation Command (ATEC), the lead independent Operational Test Agency,
conducted a Limited User Test (LUT) on a prototype version of TMIP Block 1 at Fort Sam Houston, Texas, in
combination with a LUT of the Army’s TMIP hardware.

«  ACapstone Test and Evaluation Master Plan, along with an annex that specifically addresses TMIP Block 1, was
approved in April 2001 and an updated version was approved in October 2002.

« Ajoint alpha test, a Developmental Test/Operational Test event employing typical users from the Navy and Air
Force, is scheduled for February 17 through March 21, 2003, in Diego Garcia. The Air Force will also conduct
Echelon 3 testing at Brooks Air Force Base in San Antonio, Texas. Acommand and control center will be
established at United States Pacific
Command in Hawaii to consolidate
and analyze the data collected from
various test sites. The Navy and the
Marine Corps will also conduct alpha
tests from March 24 through April 30,

2003, with the Navy exercising five
ships of the 7" Fleet and the Marine
Corps conducting testing in Hawaii.

« AjointBlock 1 Initial Operational
Test and Evaluation (IOT&E) will be
conducted at a minimum of four
locations, one for each of the four
Services, during the period of June 16
through June 27, 2003. ATEC and the
U. S. Army Medical Department
Board have developed a
comprehensive Operational Test and

Evaluation plan and continue to
refineiit. The Theater Medical Information Program is a tri-Service system

that integrates information from various existing medical informa-
tion systems and provides it to deployed medical forces. It supports
all medical functional areas.
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TEST & EVALUATION ASSESSMENT

During the LUT of the Block 1 prototype, ATEC determined that all of the features and capabilities that were available for
testing were operationally effective, but these included only about half of those planned for the Initial Operational
Capability. Using an Army infrastructure, TMIP successfully provided the following capabilities to deployed users: CHCS,
DMLSS Assemblage Management, preparation of several Joint Task Force reports, and limited administrative processing
of patients. The planned capabilities that were not tested included operations using Air Force and Navy infrastructures,
immunization tracking, lower echelon reporting and surveillance, and more detailed patient encounters. The TMIP Block 1
prototype was not considered suitable due to deficiencies in continuity of operations, security, and information assurance.
There were also shortfalls in training and documentation.

TMIP must integrate several existing and developmental systems into a single system that can be easily used by theater
commanders and medical personnel in combat environments. Its heavy dependence on the successful operation of the
other systems presents additional technical challenges. The functional and operational testing of each TMIP application
is supposed to occur prior to delivery to the TMIP Program Manager for integration. This can impose a scheduling
problem for TMIP, since a delay in, or problem with, any application can impact the delivery of that TMIP block. In the
past, this and other factors resulted in slippage of the schedule, and there were some difficulties in sharing data with the
various applications. However, TMIP-Joint successfully completed Block 1 integration and independent software
qualification testing in October 2002. In December 2002, the production version of the TMIP-Joint software was issued to
the Services for training and use during alpha testing and IOT&E.
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Abrams Tank (M1A2) System Enhancement Package (SEP)

The mission of the M1A2 System Enhancement Package (SEP) Abrams tank is to close with and destroy enemy
forces using firepower, maneuver, and shock effect. The M1A2 SEP is being fielded to armor battalions and cavalry
squadrons of the heavy force. SEP upgrades are intended to improve lethality, survivability, mobility, and
sustainability; and to provide increased situational awareness and command and control enhancements. Specific changes
include:

e Theaddition of two 2™ generation Forward Looking Infrared sights (FLIRS).
e Anunder armor auxiliary power unit to power the tank and sensor suites.

» Athermal management system to provide crew and electronics cooling.

» Increased memory and processor speeds and full color map capability.

e Force XXI Battle Command, Brigade and Below (FBCB2) Integrated Combat Command and Control (IC?) to share
battle command information and situational awareness with all components of the combined arms team.

In addition to the aforementioned SEP components, additional weight reduction measures, survivability enhancements,
and safety improvements applied to the M1A2 were incorporated into the configuration that underwent Live Fire Testing
and Evaluation in FYOL.

The M1AZ2 Initial Operational Test and Evaluation (IOT&E) was conducted from September to December 1993. Based on
the results of the IOT&E, DOT&E determined that the M1A2 was operationally effective, but not operationally suitable or
safe. DOT&E’s assessment was based on poor availability and reliability of the tank, instances of uncommanded main gun
and turret movement, and unintended .50 caliber machinegun fire. Follow-On Test and Evaluation (FOT&E) Il in June 1996
confirmed the adequacy of the applied corrective

actions, and DOT&E assessed the M1A2 as both

operationally effective and suitable.

The M1A2 SEP is a further upgrade to the M1A2 tank.
Operational testing conducted to date has
demonstrated an improved capability of the 2™
generation FLIR over the 1% generation FLIR to detect,
recognize, and identify targets at operationally
relevant ranges. During FOT&E 111, the M1A2 SEP
demonstrated significantly better performance during
night engagements than the baseline M1A2 in the
number of targets hit. During day engagements, no
performance difference was detected between the
M1A2 SEP and the baseline M1A2.

Phase 11 system level live fire tests were conducted
between October 2000 and July 2001. Phase 11
comprised three system-level live fire tests, and 14 full-
up, system-level live fire tests. The tested threats

Follow-On Test and Evaluation Il in June 1996 confirmed
: ; ; X the adequacy of the applied corrective actions, and DOT&E
included hand-held infantry weapons, mines, artillery, assessed the M1A2 as both operationally effective and

anti-tank guided missiles, and tank-fired munitions. In suitable. In 2002, the Army discontinued production of the
addition to performing detailed assessments of system M1A2 (SEP) after 588 vehicles.

damage following each test, most test events provided
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opportunities for representative crews and maintenance teams to exercise Battle Damage Assessment and Repair
procedures to assess training and techniques. Damage assessment team meetings concluded in August 2001. Initial test
reports, evaluations, and assessment briefings were disseminated in December 2001.

In 2002, the Army discontinued production of the M1A2 (SEP) after 588 vehicles. In 2002, the Crusader program was
terminated, but the Abrams Program plans to continue developing the tank portion of Abrams/Crusader Common Engine.
Production is scheduled to start in 2003.

TEST & EVALUATION ACTIVITY

The U.S. Army conducted the M1A2 SEP FOT&E IV in conjunction with the M2A3 Bradley Fighting Vehicle IOT&E at Fort
Hood, Texas, from September to October 2000. Testing was structured to compare the operational effectiveness and
suitability of the M1A2 SEP against the currently fielded M1A2. The Army conducted the test in accordance with an
approved plan and DOT&E monitored the test on site and conducted an independent evaluation.

In 2002, the Army conducted several technical test events and demonstrations to evaluate fixes for FBCB2 and other
unresolved issues. The results of these tests are currently being evaluated.

TEST & EVALUATION ASSESSMENT

The M1A2 SEP is operationally effective and shows an improved level of operational effectiveness in comparison to the
MZ1A2. This improvement in operational effectiveness is attributed to the M1A2 SEP’s superior capability to detect,
identify, and hit targets, as well as the M1A2 SEP’s improved night fighting capability as demonstrated in FOT&E 11l and a
Detection, Acquisition, Recognition, Identification (DARI) test.

The M1A2 SEP met the specified reliability requirements and did better than the baseline M1A2s. However, there were
many failures attributable to the IC® and FBCB2. If these failures had been included in the overall reliability evaluation, the
M1A2 SEP would not have met its reliability requirements. The M1A2 SEP met its availability and maintainability
requirements.

IC® was designed to meet a key system requirement for digital battle command and is the M1A2 SEP link to FBCB2.
Technical testing conducted on the M1A2 SEP indicated that the system’s IC® was sufficiently mature to enter FOT&E IV
and successfully demonstrated system digital C? requirements. Despite acceptable performance in developmental testing,
the system performed poorly in operational testing.

The FOT&E 111, FOT&E 1V, and the DARI were adequate to determine the operational effectiveness and suitability of the

M1A2 SEP. The Army has no plans for follow-on operational testing of the M1A2 SEP. Plans for operational testing of the
engine program are unknown.
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Advanced Field Artillery Tactical Data System (AFATDS)

The Advanced Field Artillery Tactical Data System (AFATDS) is a network of computer workstations that processes
and exchanges information from the forward observer to the fire support element for all fire support assets (field
artillery, mortars, naval gunfire, attack helicopters, and close air support). Features include the automatic
processing of fire requests, generation of multiple tactical fire solutions for missions, monitoring of mission execution, and
support for the creation and distribution of fire plans. AFATDS is one of the battlefield functional areas comprising the
Army Battle Command System (ABCS) and is also used by the Marine Corps.

The AFATDS Initial Operational Test and Evaluation (IOT&E) in 1995 and the subsequent fielding of the AFATDS96
software following the Milestone I11 acquisition decision established the core capability for this program. The program
continues enhancing the fielded capability through testing and release of software upgrades designated AFATDS97,
AFATDS98, and AFATDS99. The program is also developing software that integrates into the ABCS Version 6 architecture
supporting Army digitization and transformation efforts.

TEST & EVALUATION ACTIVITY

As a result of a series of Limited Users Tests in CY01, the AFATDS obtained a material release in July 2002 of the AFATDS
Version 6.3 update for fielded units. This software, previously designated AFATDS99, extended the AFATDS to the firing
platforms by providing the capability to produce technical fire solutions.

The AFATDS, as a supporting system, participated in ABCS developmental and operational tests leading to the planned
Force XXI Battle Command, Brigade and Below, Maneuver Control System, and Integrated System Control Version 4
IOT&Es in April 2003. The Army has indefinitely postponed this IOT&E due to preparations for anticipated real-world
operations

TEST & EVALUATION ASSESSMENT

The Army conducted no AFATDS specific
testing in 2002. Test issues that remain for
this program include testing of future
upgrades within the system-of-systems
concept, interoperability within the ABCS,
and development supporting Army
transformation efforts. The Army must
update the existing AFATDS Test and
Evaluation Master Plan to address the testing
to include the horizontal interoperability
required to operate within the integrated
ABCS software architecture and the joint
common database.

The ability to evaluate the ABCS components
as individual programs is becoming more
difficult as the Army continues to integrate
the software and foundation products that
comprise these systems, as well as integrate
the information into the Common Tactical
Picture. An assessment of operational
effectiveness and suitability is no longer

The Advanced Field Artillery Tactical Data System is a network of
computer workstations that process and exchange information from
the forward observer to the fire support element for all fire support
assets (field artillery, mortars, naval gunfire, attack helicopters, and
close air support).
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limited to what the system provides within a single functional area (fire control for AFATDS), but now expands to what the
integration of that information with other functional areas provides to the commander’s ability to prosecute the mission.
Testing must be done with all the ABCS components present to assess operational effectiveness and suitability. The
Department of the Army should begin to look for Capstone acquisition, development, testing, and fielding strategies to
more effectively and efficiently support, fund, and synchronize the ABCS programs.
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AH-64D Longbow Apache & Longbow Hellfire Missile

The AH-64D Longbow Apache is a remanufactured and upgraded version of the AH-64A Apache attack helicopter.
The primary modifications to the Apache are the addition of a millimeter-wave Fire Control Radar (FCR) target
acquisition system, the fire-and-forget Longbow Hellfire air-to-ground missile, updated T700-GE-701C engines, and
a fully integrated cockpit. In addition, the aircraft has improved survivability, communications, and navigation capabilities.
Most existing capabilities of the AH-64A Apache are retained.

The AH-64D is being fielded in two configurations. The full-up AH-64D includes all of the improvements listed above.
The other version of the AH-64D does not have the FCR, Radar Frequency Interferometer, or the improved engines. The
AH-64D without FCR is more affordable yet remains capable of employing Longbow Hellfire missiles autonomously or in
cooperation with the FCR-equipped AH-64D. Five hundred and one AH-64A Apaches in the fleet are to be upgraded to
the AH-64D configuration. Approximately half (227) will be equipped with the FCR.

The Longbow Hellfire missile is a radar-guided version of the laser-guided Hellfire anti-tank, air-to-ground missile and is
managed by the Army as a separate program. The Longbow Hellfire missile features an active millimeter wave seeker and a
dual tandem warhead designed to defeat reactive armor. Either the FCR or the Target Acquisition and Designation Sight
can be used to provide target location data to the missile prior to launch. The Longbow Hellfire missile can engage both
moving and stationary vehicles.

The mission of the attack helicopter is to conduct precision strike, armed reconnaissance, and security in day, night, or
adverse weather conditions across the entire battle space through the entire spectrum of combat.

The 1995 combined Longbow Apache and Longbow Hellfire Initial Operational Test & Evaluation compared the AH-64D
Longbow Apache with the baseline AH-64A Apache aircraft. Both the Longbow Apache and baseline Apache units
conducted missions against a battalion-sized enemy ground force augmented with formidable air defenses while a real-time
casualty assessment system imposed realistic friendly and enemy losses. The AH-64D force was significantly more lethal
and survivable than the AH-64A force, primarily as a result of major improvements in situational awareness, reduced
exposure to enemy air defenses, and increased engagement ranges.

As the ongoing procurement and fielding of the

Longbow Apache continues, the configuration of the

aircraft will change with the goal of improving system

reliability and survivability. The changes include the

aircraft’s new portable fire extinguisher, the possible

integration of the Suite of Integrated Infrared

Countermeasures (with a focus on the advanced flare

dispenser and the advanced flares), and the integration

of the internal auxiliary fuel system, which is a new

crashworthy and ballistically tolerant fuel tank and

ammunition magazine, located internal to the aircraft.

TEST & EVALUATION ACTIVITY

As reported last year, during operations in Poland

(October 2000), 19 of 43 Apache Aircraft sustained

damage from firing debris from Hellfire missiles with

Alliant Tech rocket motors. The affected Hellfire

missiles were suspended for training /peacetime use

and were coded for wartime use only. During the past )

year, the Army has identified the cause of the ejected The Longbow Apache is a remanufactured and upgraded
debris from the Hellfire Missile Motor produced by version of the AH-64A Apache Attack Helicopter.
Alliant and developed, applied, and tested the solution

to the ejection debris problem. Qualification testing of

the redesigned missile was satisfactorily completed in
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March 2002. Retrofit and fielding of the redesigned motors has begun.

Concerns with the accuracy and adequacy of the published performance tables for the AH-64D prompted the initiation of
Airworthiness and Flight Characteristics (A&FC) testing of the AH-64D Longbow Apache in February 2002. Anticipating
completion in March of 2003, A&FC testing will require approximately 300 flight hours and is being conducted at Fort
Rucker, Alabama. Additionally, the test team will conduct handling qualities testing and test the latest software releases
for the Embedded Global Positioning System, Inertial Navigation System, and the Flight Management Computer.

The Army is developing an internal auxiliary fuel system ballistic vulnerability test plan to ensure that this configuration
does not adversely affect the survivability of the helicopter. DOT&E will continue to monitor the development and testing
of these configuration changes.

TEST & EVALUATION ASSESSMENT

Possible upgrades to the AH-64D helicopters include improvements to the Longbow fire control radar, new engines and
transmission, new composite rotor blades, expanded digital situational awareness, connectivity with unmanned aerial
vehicles, and electronic warfare self-protection. If these initiatives are funded, DOT&E will consider requirements for
additional operational testing.

The Live Fire Test & Evaluation (LFT&E) Integrated Product Team reviewed all of the changes to the Apache helicopter
since full-up system level LFT&E in 1995, and has agreed that they do not effectively change the vulnerability of the
aircraft. The only outstanding LFT&E requirement is the completion of the engine fire detection and suppression system
(FDSS) test, and the ballistic vulnerability subsystem test of the internal auxiliary fuel system. The former test, required by
the Apache Longbow Test and Evaluation Master Plan, was deferred so that it could be conducted with the Army Aviation
Halon replacement. Currently, the Army is preparing an event design plan describing the necessary Live Fire Testing and
analysis efforts required to address the testing of both the FDSS and the internal auxiliary fuel system. Since a suitable
drop-in halon replacement has not yet been identified, the Program Management Office has agreed to conduct this test
with the existing Halon 1301 system. The Army intends to use an operational representative, but not flight worthy, ground
test article to conduct this series of tests in FY04.
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All Source Analysis System (ASAS)

The All Source Analysis System (ASAS) is a network of computer workstations that processes and exchanges
sensor data, fuses multi-source data into a single intelligence picture, and supports management of intelligence
sensors. It is tactically deployable, supports intelligence and electronic warfare operations at battalion through
echelons above corps, and provides interoperability with joint intelligence and sensor systems. Intelligence provided by
ASAS allows commanders to identify key points for dominant maneuver and find high priority targets for precision
targeting.

The ASAS Block I successfully completed its operational test in 1993 and is fielded to selected theater, corps, and division
units throughout the Army. The current Block Il development is structured so that the interim capability is attained
through a series of stand-alone products that can be tested and fielded when they are ready. The ASAS Remote
Workstation (RWS) began fielding after completing its operational test in March 1999. An upgrade to the Communications
Control Set obtained a conditional material release in June 1999 following a series of developmental tests. The Analysis
Control Team Enclave, a shelter for the team at brigade, successfully completed testing and started fielding in September
2000. The ASAS Light, a downsized laptop version of the ASAS RWS at battalion, obtained a conditional material release
and began fielding in FY01. The ASAS Block 111 is the objective capability.

TEST & EVALUATION ACTIVITIES
Test and Evaluation Integrated Product Team continued planning and coordination for the ASAS Block 11 Initial
Operational Test and Evaluation (IOT&E) tentatively scheduled for late 2003.

The Army consolidated the Limited User Test for the ASAS RWS (without the companion ASAS Light) into the same test
event as the Maneuver Control System; the Force XXI Battle Command, Brigade and Below; and the Integrate System
Control Version 4 IOT&Es.

ASAS Light requires another test venue, as the
unit supporting the Limited User Test does not use
the ASAS Light. Tests involving the interim
brigade combat team are the most likely candidates.

The ASAS RWS completed developmental testing
and participated in the Field Test 5.

The second ASAS Block Il upgrade to the
Communications Control Set consisting primarily
of a new shelter, new power supply, and new
communications interfaces completed
developmental testing and a functionality
demonstration.

TEST & EVALUATION ASSESSMENT
The consolidation of the Army Battle Command

System (ABCS) Version 6 tests into a single test The All Source Analysis System is a network of computer worksta-
period has a significant impact on the ASAS RWS tions that processes and exchanges sensor data, fuses multi-

and ASAS Light test and fielding strategies. The source data into a single intelligence picture, and supports
consolidation delayed the ASAS RWS/ASAS management of intelligence sensors. It supports operations at
Light Limited User Test to better support the battalion through echelons above corps, and is interoperable
overall acquisition and fielding objectives for the with joint intelligence and sensor systems.

ABCS. Although the concept of consolidating the
various ABCS component tests into one event has
great merit from a System-of-Systems perspective,
the down side for the ASAS RWS/ASAS Light was
that the test unit is only fielded with the ASAS
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RWS. The architecture present in the test unit is not representative of how ASAS RWS and ASAS Light will be used in
the remainder of the Army. The absence of ASAS Light raises questions as to whether the test architecture for the other
ABCS components is sufficient. It also requires the Army and the ASAS program to find additional opportunities to test
the ABCS architecture that includes the ASAS Light.

The Army Evaluation Command and DOT&E determined that developmental tests and a functional demonstration were the
appropriate level of testing for the second Block 11 upgrade to the ASAS Communications Control Set. The tests
confirmed that the upgrades were ready for release to the field. The Block Il IOT&E also will assess the operations of the
Communications Control Set as part of the full ASAS Block I architecture.

The challenges of testing the ASAS Light highlighted the differences in the architecture of networks, hardware, and
software capability between the Army units involved in the processes of digitization and transformation. The application
of uncoordinated spiral development at the various units and sites working these issues is producing locally unique
systems and capabilities that often use the same name. The differences complicate the ability to make acquisition
decisions for programs rather than specific units and the long-term implications for interoperability and logistics
supportability are unknown.
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Army Tactical Missile System Block Il / Brilliant Anti-Armor
(ATACMS BAT)

The Brilliant Anti-Armor (BAT) is a self-guided submunition that uses on-board sensors to seek, identify, and engage
enemy combat vehicles. Thirteen BATs are dispensed from the Army Tactical Missile System (ATACMS) Block I1
missile. The Army has two BAT variants. The basic BAT variant is designed to engage moving armored vehicles
using acoustic and infrared sensors. The acoustic sensor acquires and guides the submunition to the moving vehicles.
Once in the vicinity of a threat vehicle, the infrared sensor guides the BAT to its aim point, where it uses a tandem-shaped
warhead to destroy the vehicle. This precision engagement capability is intended to provide joint U.S. and combined
forces a capability to delay large moving enemy formations at depth.

The pre-planned product improvement (P%l) BAT variant incorporates a more robust counter-counter-measure system,
enabling the attack of moving and stationary armor as well as surface-to-surface transporter-erector-launchers and heavy
multiple rocket launchers. As with the basic BAT, P3| BAT will use acoustic sensors to initially acquire moving vehicles.
Once acquired by the acoustic sensor, the P3I BAT uses its millimeter wave and imaging infrared sensor to track the target
to impact. When the system engages stationary targets, the Pl BAT will use its millimeter wave and imaging infrared
sensors to detect, acquire, and track a target to impact.

Both ATACMS Block Il and basic BAT were approved to enter low-rate production in February 1999. The P3I BAT began
development in July 1999. Due to poor performance in Operational Test, the Block I1I/BAT Initial Operational Test and
Evaluation and the full-rate production decision were cancelled. The Army will accept approximately 90 Low-Rate Initial
Production (LRIP) Block Il missiles equipped with basic BAT. A portion of these missiles has been approved for
conditional release to meet operational needs. The Army conducted a successful demonstration drop of a BAT from a
Hunter Unmanned Aerial Vehicle, but further development and testing within the P3| BAT program is unfunded. In FY03
however, the Army did receive funding to further develop the multi-mode seeker.

TEST & EVALUATION ACTIVITIES

Basic BAT technical and operational testing for
the past two years has focused on missile
firings of the ATACMS Block 11/BAT.

In the P2l BAT program, the contractor has thus
far completed five recoverable BAT (RBAT)
engineering tests. RBATs have similar hardware
and algorithm to the P3| BAT. However, when
an RBAT locks onto a target, it briefly tracks it
and deploys an additional parachute so that it
can be recovered. Hence, multiple tests can be
conducted with the same hardware. There is
only one more drop test scheduled. P3| BAT
Live Fire Test and Evaluation (LFT&E) planning
activities also continued in FY02.

TEST & EVALUATION ASSESSMENT

The basic BAT variant is not operationally

effective against targets with realistic

countermeasures and is adversely affected by Thirteen Brilliant Anti-Armor are dispensed from the Army Tactical
high wind. Missile System Block Il missile.

Last year, three missions were fired as part of
the operational test, with limited success. In the
first mission of 2001, there were no hits,
resulting from poor seeker performance in the
presence of Defense Intelligence Agency (DIA)-
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approved, mid-level countermeasures on the target vehicles. The second mission was a technical test which yielded mixed
results against targets equipped with the same countermeasures. The third mission was fired against a dispersed array of
three armored columns without countermeasures. Four targets were hit (one of them twice) in a flank column. Analysis
indicates that the BATSs detected high acoustic background noise, miscalculated altitudes, and had other problems. Most
of these problems were likely caused by turbulent, but realistic, air conditions.

This year, the Army executed a dual missile mission, the expected employment concept. The countermeasures for the
targets included a mix of DIA- approved and unapproved measures. BATs from the first missile hit only some of the
counter-measure targets. Due to a M270A1 launcher software problem, the second missile dispensed the BATs too low, so
the thirteen BATs did not have the opportunity to acquire targets. The missile contractor has identified and applied a fix to
the launcher software.

Early in the program, the contractor had problems with submunition reliability. The LRIP units now being delivered to
Letterkenny Army Depot, however, have been 100 percent functional. The first increment of these LRIP missiles will be
fielded in Korea and stored in the United States.

Muissile firings to date indicate that the missile will meet its accuracy requirement and will dispense its BAT submunitions
over the target area.

Although in early development, the P}l BAT RBAT series uncovered technical problems with the millimeter wave and
infrared sensors. The problems have been identified and the fixes are being tested.

The LFT&E strategy for the weapon system was developed to take advantage of expected hits on armored vehicles during
the planned flight tests of Basic BAT submunitions with live warheads. There have been 33 BAT drops/dispenses with
live warheads that have been scored to date; seven of these have detonated on targets (including tanks and light armored
vehicles). These test results, along with the detailed lethality results from the seven shots against a T-72 tank in dedicated
live fire test, provided sufficient data to determine that the Basic BAT submunition does meet its lethality requirements.
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Bradley Fighting Vehicle System Upgrade-A3

he M2A3 and M3A3 Bradley Fighting Vehicle System (BFVS) are improved versions of the M2A2 and M3A2 BFVS.
The BFVS-A3 includes enhancements intended to improve lethality, mobility, survivability, and sustainability.

Additionally, these enhancements provide increased situational awareness and digital command and control
capabilities.

The mission of the BFVS is to provide mobile protected transport of an infantry squad to critical points on the battlefield
and to perform cavalry scout missions. The BFVS will also provide overwatching fires to support dismounted infantry and
suppress or defeat enemy tanks and other fighting vehicles. BFVS-A3 enhancements include:

»  Force XXI Battle Command, Brigade and Below (FBCB2) Integrated Combat Command and Control to share
battle command information and situational awareness with all components of the combined arms team.

»  The improved Bradley acquisition system and commander’s independent viewer, both 2nd generation Forward
Looking Infrared (FLIRS), to enhance target acquisition and target engagement.

» A position navigation system with a Global Positioning System receiver and a backup inertial navigation system
to enhance situational awareness.

» Integrated maintenance diagnostics and Built In Test/Built In Test Equipment.

In March 1994, the Army began the Engineering, Manufacturing, and Developing phase. Previous operational testing
conducted prior to FY01 included a Limited User Test

(LUT) I in December 1997; an Operational Experiment in

September 1998; a Detection, Acquisition, Recognition,

Identification (DARI) test in October 1998; and a LUT

I1in August-September 1999.

The evaluation of the M2A3 vulnerability was based
on the full-up, system-level live fire test (FUSL LFT),
early M2A3 ballistic shock testing, electronic fault
insertion events (controlled damage tests), directed
energy weapon (laser) testing, and other subsystem or
component Test and Evaluation, as well as previous
M2A2 Live Fire Test and Evaluation (LFT&E). The
culminating LFT&E event was the FUSL LFT,
conducted during the period of December 1998
through September 1999.

TEST & EVALUATION ACTIVITY

The BFVS-A3 Initial Operational Test and Evaluation
(IOT&E) was conducted in October-November 2000 in
accordance with a DOT&E approved plan. DOT&E
monitored test events and conducted an independent
assessment of the test results and provided an

Operational and LFT&E Report to the Secretary of Improvement in operationa_l _effectiveness is attributable to
Defense and Congress in April 2001. Planning for the M2A3's superior capability compared to the M2A2
possible post-Milestone 111 vulnerability testing is Operation Deser_t Storm to d.etect,_ |de_nt|fy, and _h_lt targets
currently ongoing. Such testing could include and the M2A3’s improved night fighting capability.

exploring fixes to unexpected vulnerabilities revealed in
the LFT&E or shock vulnerabilities of FBCB2 compo-
nents.
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In 2002, the Army conducted several technical test events and demonstrations to evaluate fixes for FBCB2 and other
unresolved issues. The results of these tests are currently being evaluated.

TEST & EVALUATION ASSESSMENT

DOT&E assessed the M2A3 to be operationally effective, suitable, and survivable, based on the results of the IOT&E,
LUT-2, and the DARI. Overall, the M2A3 showed an improved level of operational effectiveness in comparison to the
M2A2 Operation Desert Storm (ODS), the most advanced currently fielded version of the BFVS. Thisimprovement in
operational effectiveness is attributable to the M2A3’s superior capability compared to the M2A2 ODS to detect, identify,
and hit targets and the M2A3’s improved night fighting capability. However, FBCB2 digital command and control, as
integrated into the M2A3, demonstrated during the IOT&E that it was neither effective nor suitable and it did not
contribute to the operational effectiveness of the M2A3/M1A2 System Enhancement Package equipped force. Despite
this, the M2A3 was able to demonstrate an overall improved level of operational effectiveness in comparison to the M2A2
ODS, predominately because of the capabilities of the M2A3’s 2nd Generation FLIR and improved fire control system.

Field Test 5 (FT5) was conducted from July 15- September 27, 2002, at the Electronic Proving Ground, Fort Huachuca,
Arizona. If the FT5 results show that integration problems continue with the M2A3, a Follow-On Operational Test and
Evaluation (FOT&E) may be required. This FOT&E would focus on the operational effectiveness and suitability of the
FBCB?2 integration.
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CH-47F Improved Cargo Helicopter (ICH)

The CH-47F Improved Cargo Helicopter (ICH) is a remanufactured version of the CH-47D Chinook equipped with the
new T55-GA-714Aengines. This Service Life Extension Program is intended to sustain the aging CH-47D airframes
and extend the aircraft’s life expectancy another 20 years. The CH-47D is a twin-turbine tandem rotor helicopter
designed for combat and combat support heavy-lift cargo missions. ICH improvements include fuselage stiffening (to
reduce vibrations in the cockpit area) and an integrated cockpit and digital communications for Objective Force
compatibility. The ICH program will rebuild 300 systems.

OSD approved entry into Engineering and Manufacturing Development (EMD) in FY98 based on the perceived low
technical risk, and delegated Milestone Decision Authority to the Army Acquisition Executive. The program has
experienced aircraft delivery delays, changes to the Operational Requirements Document, and cost overruns that resulted
in a Nunn-McCurdy breach and significant program restructuring in FY02. Additionally, due to contingency operations in
Afghanistan, the unit scheduled for the Initial Operational Test and Evaluation (IOT&E) was unable to participate in the
test, thereby forcing the event to be rescheduled. A Low-Rate Initial Production (LRIP) decision to purchase up to 30
aircraft was approved August 19, 2002. The IOT&E is now scheduled for FY04 and the Full-Rate Production decision in
FY05.

The current Test and Evaluation Management Plan (TEMP) was approved in January 2002. ATEMP update is currently
being staffed to support the restructured program with an anticipated approval date in FY03.

DOT&E approved an alternative Live Fire Test and Evaluation (LFT&E) plan after concurring with the Army’s request for a
waiver from full-up system-level testing in December 1997. The waiver certification to Congress was provided by the
Under Secretary of Defense for Acquisition Technology and Logistics) in March 1998. DOT&E approved the Army’s
LFT&E Strategy in January 1999. A damaged CH-47D production aircraft was repaired and is being used as the ground
test vehicle (GTV) for the live fire test program. Live fire testing started in FY99.

TEST & EVALUATION ACTIVITY

The first refurbished EMD aircraft began developmental
flight-testing on June 25, 2001, with the second EMD
aircraft following on October 17, 2001. Together, the
EMD aircraft have completed approximately 170
developmental test (DT) flight hours through Novem-
ber 2002. Following initial contractor shakeout flights
by Boeing flight test pilots, Army test pilots have
participated in most developmental flight-test events.
Reliability and Maintainability (R&M) data was
collected throughout DT. The second EMD aircraft has
completed electromagnetic environmental effects (E3)
testing at the Patuxent River E3 test facility.

The CH-47F performed an external lift demonstration
with an M198 Howitzer along with associated internal
loads, exceeding the requirements for weight, range,
vertical rate of climb, and fuel reserve. In another flight
demonstration, the ICH, weighted to simulate 31
combat-equipped troops and a crew of four,— exceeded
the objective distance requirement for troop transport
capability. The CH-47F also demonstrated achievement
of the LRIP exit criteria for self-deployment during
flight-testing in November 2002.

The CH-47 Improved Cargo Helicopter Upgrade performing
external lift demonstration with an M-198 Howitzer.
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During in-flight technical testing, the CH-47F demonstrated the capability to send and receive selected digital messages
between aircraft and with a ground-based Force XXI Battle Command- Brigade and Below simulator. Compliance with the
appropriate Joint and Army technical architecture is yet to be demonstrated. The CH-47F Program Manager has
coordinated with the Army Systems Engineering Office (ASEQ) to develop the required compliance matrix versus Joint
Technical Architecture - Army Version 5.0 in FY99, with all applicable issues being resolved. In support of Milestone 11,
an update to the matrix and review by ASEO will occur in FY03.

The CH-47F met the LRIP vibration reduction Exit Criteria for the cockpit, but initial data suggests there may be an increase
in vibration levels in the aft sections of the aircraft at medium to high gross weights. In response, further testing began in
October 2002 that will collect comparative vibration data on CH-47D and CH-47F aircraft. This flight-testing will continue
through January 2003.

The LFT&E program has prepared event design plans for testing and for modeling and simulation (M&S) as well as
detailed test plans that describe the testing for the Cockpit Skin Panels, Cockpit Components, Fuel Subsystem, Propulsion
System, and Engine Nacelle Fire Suppression System. Planning for the Fuselage Tunnel Flight Controls System started
during FY02. The initial M&S for the baseline CH-47D and the CH-47F ICH has been completed. It will be updated at the
conclusion of the live fire tests to incorporate the lessons learned from the testing.

The program initiated ballistic testing of the Cockpit Skin Panels in FY99, and completed all the planned shots. Testing of
the T55 engine and fuel subsystem started in FY00 and was completed in FY02. Fire Suppression System testing started in
FY02, while the Cockpit Component testing will begin in FY03. In addition, as part of the DOT&E Joint Live Fire (JLF)
program, ten ballistic tests and one structural fatigue test were performed for the CH-47D rotor blades. Since these blades
are the same as those to be used on the F-model, the data derived from the JLF program is directly applicable to the
CH-47F.

TEST & EVALUATION ASSESSMENT
Overall, prospects for successful demonstration of system effectiveness are good. Concerns about system reliability and
vibrations pose moderate risk to aircraft suitability and the anticipated reductions in Operations and Support costs.

LRIP exit criteria for external loads, troop transport, self-deployment, and Joint Variable Message Format message transfer
were successfully demonstrated during technical testing.

Stiffening of the fuselage has reduced vibration levels in the cockpit and meets LRIP exit criteria. However, certain flight
test instruments and the operators have noted vibrations in the aft section, prompting concerns about the long-term
reliability of aircraft components as well as fatigue life for airframe structure in the aft section. The aft section stress and
vibration are under investigation.

Army test pilots have identified 18 issues related to cockpit configuration, displays, illumination, and cooling. The test
report that describes these issues in detail and the program manager’s corrective action plan are near completion.

Reliability testing to date has revealed failures that are common to legacy CH-47D aircraft. Based on this data, the CH-47F
is not expected to demonstrate attainment of the Mean Time Between (MTB) Mission Abort- requirement by Milestone I11.
The MTB Essential Maintenance Action, the MTB Mission Affecting Failure, and the MTB Unscheduled Maintenance
Action requirements are all currently on track to be achieved by Milestone I11. CH-47F data indicates an improvement in all
four reliability measures over the CH-47D.

The CH-47F LFT&E program is a robust program. Test data from the Army’s CH-47F LFT&E Program and the DOT&E
Joint Live Fire program of the baseline CH-47D will support an adequate evaluation of the CH-47F. The only LFT&E
concern at this time is that, at the completion of live fire testing, damage to the GTV may preclude dynamic testing of the
main rotor blades.
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Chemical Demilitarization Program

lethal chemical agents and munitions. This program is required to comply with the Chemical Weapons Convention (CWC),

which isa major arms control and nonproliferation treaty that entered-into-force on April 29, 1997. Asaresult of CWC entry-
into-force, destruction of 100 percent of the stockpile of unitary chemical weapons is required by April 29, 2007, unless the
signatories to the CWC approve a five-year extension.

The Chemical Demilitarization Program is an Army managed program responsible for the destruction of the U.S. stockpile of

The Chemical Stockpile Disposal Project is responsible for destruction of the U.S. stockpile of unitary chemical weapons. Nine
chemical agent disposal facilities are or will be collocated with nine chemical depots. Five disposal facilities are employing the
baseline chemical weapons disassembly and incineration process. The Alternative Technology and Approaches Project is
responsible for conducting pilot testing of alternative (to incineration) destruction technologies. The Army has selected chemical
neutralization of agent followed by post-treatment of the neutralized products for the disposal facilities at the two bulk agent storage
sites in Aberdeen, Maryland, and Newport, Indiana. At the direction of Congress, the Assembled Chemical WWeapons Assessment
Program was established in 1996 to evaluate alternative technologies for the Pueblo and Blue Grass disposal facilities. Selection of
the final destruction technologies is awaiting the Records of Decision from the Environmental Impact Statement process for those
sites. Technology decisions are planned for 4QFY02 and 1QF Y03, respectively. Due to the events of September 11, 2001,
accelerated destruction is being implemented at the two bulk storage sites and the Pueblo site to reduce the risk of continuing agent
storage.

The Non-Stockpile Chemical Materiel Project (NSCMP) is responsible for the destruction of non-stockpile chemical warfare materiel,
including the components of binary chemical weapons, miscellaneous chemical warfare materiel, recovered chemical weapons,
former production facilities, and buried chemical warfare materiel. The NSCMP has developed, tested, and fielded several mobile
systems: the Explosive Destruction System, Phase 1, System 1 (EDS-1/1); the Rapid Response System; the Mobile Munitions
Assessment System; and the Portable Raman System. Two additional variants of EDS are in testing. Two mobile systems are in
development: Single Chemical Agent Identification Set Access Neutralization System , and Large Items Transportable Accessing
and Neutralization System. Three non-stockpile disposal fixed facilities are in development: the Munitions Assessment and
Processing System at Aberdeen Proving Ground, Maryland; the Pine Bluff Non-Stockpile Facility at Pine Bluff Arsenal, Arkansas;
and the Pine Bluff empty ton container recycling facility.

As of June 30, 2002, the Johnston Atoll and Tooele facilities had successfully destroyed approximately 26 percent of the total U.S.
chemical weapons stockpile (originally 31,496 agent tons). The Army has met the first two milestones of the CWC (1 percent and 20
percent destruction, respectively).

The Johnston Atoll disposal facility completed
chemical agent operations in November 2000, and is
currently in the closure process. The Tooele
disposal facility is currently the only operational
facility. The Anniston and Umatilla disposal
facilities are planned to begin agent operations in
FY®

The disposal facilities are government owned and
contractor operated. Each site’s prime contractor

conducts all developmental and operational testing  As of June 30, 2002, the Johnston Atoll and Tooele facilities had
under oversight of the Program Officeand the U.S.  gccessfully destroyed approximately 26 percent of the total U.S. chemical

Army Materiel Systems Analysis Activity. The weapons stockpile (originally 31,496 agent tons).
Chemical Demilitarization Program was placed under

OSD oversight in December 1994. Since then,
DOT&E has provided oversight of the stockpile,
non-stockpile, and alternate technologies projects
within the Chemical Demilitarization Program.
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TEST & EVALUATION ACTIVITY

The Anniston and Umatilla disposal facilities have completed the DT phase of testing. In FY02, DOT&E supported
recommendations to begin Developmental Test/Operational Test at each site, which are currently in progress. DOT&E will monitor
the test activity and independently analyze selected portions of the test data, leading to a determination of readiness to begin
operational testing with active agent in FY03. The Pine Bluff, Aberdeen, and Newport disposal facilities are still under construction.
Test activities in FY02 at those sites consisted of limited component and sub-system checkout.

DOT&E reviewed and approved the Pine Bluff Test and Evaluation Master Plan (TEMP). DOT&E previously approved the
Anniston, Umatilla, Aberdeen, and Newport TEMPs. In implementing accelerated destruction at the Aberdeen and Newport sites, the
program office has proposed replacing the approved TEMPs for those sites with Test Concept Plans (TCPs). The TCPs would still be
subjectto DOT&E approval. DOT&E is reviewing the proposed draft TCPs.

DOT&E provided selective on-site monitoring of non-stockpile test activities throughout FY02. DOT&E observed operational
testing for the EDS, Phase 1, System 2 (EDS-1/2), and independently assessed the test results. DOT&E will actively participate in
the Operational Readiness In-Process Reviews for these systems, which will support a Program Manager’s decision to declare EDS-
1/2 operational in FY02. FOT&E of EDS-1/2 will follow this decision. Early Developmental Test of EDS, Phase 2 (EDS-2) system
commenced in FY02.

DOT&E approved the Non-Stockpile Overarching Test Concept Plan, which is a TEMP-like document covering test planning for all
non-stockpile programs. DOT&E also reviews individual test plans for each of the non-stockpile systems.

TEST & EVALUATION ASSESSMENT

U.S. Army testing of stockpile and non-stockpile systems in the Chemical Demilitarization Program has been adequate to ensure the
safe and efficient disposal of the inventory of chemical warfare materiel. The implementation of accelerated destruction at three sites
increases the amount of manual handling of agent materiel, thereby increasing the risk of safe operation of these facilities. DOT&E
will monitor the safety issue closely during testing of these facilities.

Operational testing of EDS-1/2 to date has been inadequate to make a determination of operational effectiveness and suitability.
DOT&E anticipates that upon completion of the EDS-1/2 Follow-on Test & Evaluation, the operational testing will be adequate to
make this determination. DOT&E is concerned at the absence of a defined vessel vacuum “go/no-go” criterion for the EDS
systems. Absence of this criterion increases the risk of inadvertent agent release from the EDS vessel when detonation
occurs without a proper seal. Although risks of agent release are very low for the EDS-1 systems, the subsequent EDS-2
system that employs more powerful explosives will incur greater risks, and will require a defined “go/no-go” criterion for
the vessel.

The U.S. Army Materiel Systems Analysis Activity is providing effective independent oversight of the testing of both stockpile and
non-stockpile programs.
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Comanche (RAH-66)

The RAH-66 Comanche is a twin-engine, two-pilot stealthy armed reconnaissance/attack helicopter. The Comanche
features low observable (LO) composite technologies with retractable landing gear and weapons pylon to achieve a
low Radar Cross-Section (RCS) and a unique engine exhaust system to suppress its infrared signature. A five-
bladed main rotor and a shrouded tail rotor minimize the acoustic and radar signatures. A fly-by-wire flight control system
and fully integrated digital avionics assist in piloting the aircraft. The Mission Equipment Package integrates a radar, a
forward-looking infrared sensor, and an image-intensified television sensor for night flying and target acquisition. The
Comanche will be armed with the Hellfire missile, 2.75-inch aerial rockets, a turreted 20mm gun, and an air-to-air missile.

As a member of an Objective Force air-ground task force, Comanche units will conduct the following operations: armed
reconnaissance, mobile strike, close combat with ground forces, and vertical maneuver. Comanche’s primary role in these
operations is to collect and share intelligence information and destroy enemy forces. As technology and Objective Force
concepts mature, the Army intends to use Comanche to provide on-site command and control of the air-ground maneuver
team.

The Army received approval in October 2002 for a sixth program restructuring in order to reduce risk and accommodate
emerging Objective Force requirements. The new schedule will add about 30 months to Engineering Manufacturing and
Development (EMD), establish a blocking strategy, and reduce the amount of concurrent developmental testing, training,
and operational testing. The proposed schedule includes a Low-Rate Initial Production (LRIP) decision in FY07, delivery
of an initial operational capability in FYQ9, and a Full-Rate Production (FRP) decision in FY10.

The Comanche program was designated a Live Fire Test & Evaluation (LFT&E) system in November 1989. The original
LFT&E strategy was approved in the fall of 1995, and will be updated in FY03. The revised LFT&E strategy presents a
sequential test program, progressing from components to subsystem and ultimately full-up system level. The full-up
system level test article will be a Block I production representative aircraft. In addition, it includes the lethality testing
required for the new XM1031 20mm projectile.

TEST & EVALUATION ACTIVITY

Testing to date has featured flight-testing of
two prototype aircraft, RCS testing of a full-
scale model, contractor testing of mission
equipment (sensors, antennas, communications,
armament) and crew- and team-level simulation
events.

LFT&E activities since Milestone Il have

included the completion of the initial analytical

vulnerability assessment and a series of ballistic

and structural tests on evolving designs for the

main rotor blade, lightweight crew armor, and

several tail rotor components. The ballistic

effort will provide data to assist in validation/

verification of the finite element analysis model

of the dynamic structural response of the tail

rotor components when impacted by high Testing to date has featured flight testing of the prototype aircraft
explosive incendiary projectile. Lethality and crew and team simulation level events.
evaluation planning for the 20mm projectile was

also completed.
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TEST & EVALUATION ASSESSMENT

Technical challenges remain for software development, integration of mission equipment, weight reduction, RCS and
Infrared signatures, and radar performance. However, with both time and funding added to the program by the restructure,
these high-risk areas now appear to be at a manageable medium level of risk.

Evolution of Comanche into a network-centric Objective Force helicopter should occur by the FRP decision. Based on the
remaining software concurrency and complexity, it will be challenging for the Army to produce Block 2 or Block 3 aircraft in
the currently projected timelines of FY10 and FY11, respectively.

«  Performance and Weight. There has been weight growth of 675 Ibs since Milestone I1, which is attributed mainly
to the redesign of drive train components. To offset weight growth, engine power output has been increased 100
shaft horsepower, but at the expense of engine life (3,400 to 2,800 hours). At the projected weights, Comanche
will meet the Key Performance Parameter Vertical Rate of Climb (500 fpm) requirement with little or no margin for
additional weight growth or engine power.

. Software Development, Integration, and Testing. The Comanche program strategy for integrating and testing
mission equipment on the aircraft still entails significant risk. The EMD strategy proposes parallel development
and testing of four major software drops before the Block 1 aircraft completes operational testing in FY09.
Minimal mission equipment functionality (no armament, radar, aircraft survivability equipment, or digital
communications) will be available for the Limited User Test (LUT). Ability to conduct night operations may also
be prohibited due to the timing of the required airworthiness release. Primarily developmental testing, as opposed
to operational testing, will support the LRIP decision.

« Antennas. Antenna placement, design, and performance remain significant program risks to meet some antenna
performance goals. Also problematic is the translation of antenna areas. Testing of LO antennas to date has
confirmed that the designs meet RCS goals but fail performance goals in some real world situations. There is
concern that flight-testing of EMD antennas cannot be scheduled until FY06, just prior to the LUT. To be a
command and control platform, Comanche must have robust antennaperformance.

«  Flight Handling. The prototype aircraft has demonstrated some undesirable flight handling characteristics
including vibration, buffeting and directional stability. However, design changes and flight control software
modifications continue to correct these flight-handling anomalies.

- Comanche Radar. Design of the Comanche radar antenna in the past two years appears to be maturing, but
challenges remain to achieve stationary target detection requirements. At Milestone 11, the Comanche radar used
an electronically steered array antenna that failed to meet performance requirements. Since Milestone 11, the
contractor has completed design, assembly, and laboratory testing of a mechanical scanning antenna that
employs azimuth and elevation mono-pulse radar waveforms. Laboratory test results suggest that the new
design may improve performance as expected.

- Radar Cross-Section. Comanche appears to be in a position, based on RCS measurements of a full-scale model, to
meet RCS goals in most areas. As expected, technical challenges are emerging that could compromise the
demonstrated RCS levels. For example, rain erosion of the polyurethane strips on the fantail blades has prompted
a search for dielectric materials for the leading edges of the blades. In addition, materials currently identified for
conductive door/skin seals have not achieved the durability and RCS characteristics desired. Materials have not
been identified that will produce the desired RCS and withstand the harsh environments common to helicopter
operations.

- Command and control software and employment concepts. The software that enables wideband digital
communications will not be delivered until late in EMD. Achieving real-time digital interoperability will not likely
occur on Block 1 aircraft.

The LFT&E program is scheduled to be completed before FRP decision (FY10). Itincludes component qualification and
subsystem level ballistic testing for over 20 critical components, as well as dynamic testing on the full-up production-
representative aircraft. Because of the late (FY08) delivery of the LFT&E aircraft, correction of vulnerabilities discovered
during LFT&E will be difficult to implement on initial production aircraft.
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Combat Service Support Control System (CSSCS)

Command System (ABCS). CSSCS supports combat commanders in determining the sustainability and

supportability of current and planned operations. CSSCS collects and processes selected combat service support
data from Standard Army Management Information Systems and other automated information systems and manual inputs
from using units. CSSCS software tools maintain combat information, generate reports and orders, and provide analytical
tools to support commanders and their staffs from maneuver brigade through echelons above corps. Commanders at each
echelon can tailor the amount of information tracked within their organization. Within the ABCS, the CSSCS is the
capstone decision support system for command and staff matters associated with CSS operations.

The Combat Service Support Control System (CSSCS) is the combat service support (CSS) node of the Army Battle

The CSSCS completed its Initial Operational Test and Evaluation (IOT&E) and began fielding of Version 3 following a
Milestone Il acquisition review in 1998. Since then, the CSSCS program focus has been fielding Version 3 and
development of the Version 4 functionality, the initial integration of CSSCS into the Army Battle Command System baseline.
Version 5 will further enhance and refine the capabilities needed by CSS commanders and their staffs at all echelons,
provide the potential for direct Joint Interface, and provide an interface with the approved simulation system (dependent
upon simulation development/ schedule). Version 5 objectives include the incorporation of artificial intelligence decision
support modules, shared database technology, and complete transition to the Defense Information Infrastructure Common
Operating integrated ABCS environment.

TEST & EVALUATION ACTIVITIES

The CSSCS participated as a supporting system in ABCS developmental testing (the Maneuver Control System System
Stress Tests and Field Test 5) leading to the Force XXXI Battle Command, Brigade and Below, Maneuver Control System,
and Integrate System Control Version 4 IOT&E in April 2003. The Army has indefinitely postponed this IOT&E due to
preparations for anticipated real-world operations.

OSD disapproved and returned the CSSCS Test and Evaluation Master Plan (TEMP) to the Army in June 2001. The
program began revising the TEMP in November

2002 to resolve OSD concerns and devise a

new test program.

TEST & EVALUATION ASSESSMENT

The CSSCS participation in ABCS
developmental testing revealed that the CSSCS
must still implement the joint common database
and associated database updates to fully
integrate into the ABCS architecture. The
integration of CSSCS remains limited to
messages and client applications for the ABCS
Version 6 series of software.

The CSSCS requires an updated TEMP to
describe their planned testing for ABCS Version
7 and to start defining an appropriate level of

testing for the objective Version 5 capability. The Combat Service Support Control System supports combat

commanders in determining the sustainability and supportability of
current and planned operations. Its software tools maintain combat
information, generate reports and orders, and provide analytical
tools to support commanders and their staffs from maneuver brigade
through echelons above corps.

The ability to evaluate the ABCS components
as individual programs is becoming more
difficult as the Army continues to integrate the
software and foundation products that
comprise these systems, as well as integrate
the information into the Common Tactical
Picture. An assessment of operational
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effectiveness and suitability is no longer limited to what the system provides within a single functional area (logistics
support for CSSCS), but now expands to what the integration of that information,with other functional areas, provide to
the commander’s ability to prosecute the mission. Testing with all the ABCS components present is required to assess
operational effectiveness and suitability. The Department should begin to look for Capstone acquisition, development,
testing, and fielding strategies to more effectively and efficiently support, fund, and synchronize the ABCS programs.
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Common Modular Missile (CMM)

The Common Modular Missile (CMM) is intended to be the Army’s anti-armor air-to-ground missile to replace the
Hellfire I1 on its helicopters. A ground-to-ground requirement was dropped in FY02. There is a possible interest by
the Navy, Marines, and Air Force for the system to be employed in a fixed wing configuration; backward compat-
ibility with legacy platforms would be a requirement. The Army has established a requirement for 49,000 missiles.

This is a Pre-Major Defense Acquisition Program with the Milestone B currently scheduled for September 2003. The Full-
Rate Production Decision is planned for FY09 with production through FY23.

TEST & EVALUATION ACTIVITIES
An Early Operational Assessment, scheduled for FY 03, will provide information to support the Milestone B decision to
enter the System Development and Demonstration phase in early FY08.

A Limited User Test, planned for FY07, will consist of force-on-force training exercises and live missile firings from both
Army and Navy/Marine Corps aviation platforms. Evaluations of data from these events will support the Milestone C, the
Low-Rate Initial Production decision, in FY07.

The Initial Operational Test and Evaluation (IOT&E), planned to occur in FYQ9, will consist of field training exercises and
live missile firing exercises and will compare force effectiveness of a CMM equipped unit to a baseline-equipped unit.

Operational effectiveness, suitability, and survivability of a CMM equipped force will be examined and compared to a
Hellfire I1 baseline-equipped force. During testing, potential incidents of fratricide and situational awareness in air-to-
ground engagements will be examined. In addition, the adequacy of training devices will be determined. The Key Perfor-
mance Parameters to be met include fire and forget accuracy, man in the loop accuracy, system effectiveness (including
missile lethality) and range (minimum and maximum).

The Live Fire Test and Evaluation (LFT&E) Integrated Process Team has drafted an initial LFT&E strategy. It is expected
that the LFT&E program will include three phases and will culminate in five live missile shots against representative threat
targets.

TEST & EVALUATION ASSESSMENT

During future testing and evaluations platform
compatibility effects of missile back blast and
debris on helicopter in flight will be examined.
Validation of training devices and real time
casualty assessment will be conducted. The
adequacy and sufficiency of the number of
missile firings to demonstrate effectiveness and
reliability will be reviewed. Procedures for

correct identification of targets beyond line of S o
sight will be examined. The Common Modular Missile is envisioned to replace the

Hellfire 11 as the Army’s helicopter missile.
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Crusader Howitzer and Resupply Vehicle

C rusader was to have been the Army’s next-generation, 155mm Self-Propelled Howitzer (SPH) and its companion re-
supply vehicle (RSV), either tracked (RSV-T) or wheeled (RSV-W). Crusader would have been the indirect fire
support system for Army armored and mechanized forces.

The Crusader SPH employed Advanced Solid Propellant Armament using a modular propellant charge system, auto-
settable multi-option fuze, automated ammunition handling, Global Positioning System (GPS)-based position location, and
azimuth reference system. The SPH was designed to deliver unassisted munitions at ranges up to 30 kilometers and
assisted munitions up to 40 kilometers, provide a maximum rate of fire of 10 to 12 rounds per minute for three to five
minutes, and a sustained rate of fire of three to six rounds per minute. It was required to have the agility and mobility to
keep up with the supported maneuver force of the M1 Abrams tanks and Bradley fighting vehicles. It had to be able to
complete a survivability move of 750 meters within 90 seconds of identifying a potential threat. There were to be an equal
mix of RSV-Ts and RSV-Ws with automated ammunition and fuel re-supply functions and GPS-based navigation system.
The SPH and RSV-T each had a crew of three, and the RSV-W had a two-man crew.

The Crusader SPH and RSV program, formerly the Advanced Field Artillery System and Future Ammunition Re-supply
Vehicle, began in 1992. Crusader Operational Requirements Documents were approved in June 1993. In November 1994,
the program completed a successful Defense Acquisition Board Milestone I review and entered the Program Definition and
Risk Reduction phase. In 1997, a decrement in program funding caused the program manager to revise the Acquisition
Program Baseline (APB) and slip the Milestone B review to 2001.

In FY00, the program was again restructured to address software development/integration problems, a funding reduction,
and a change in the Army’s priorities. Crusader re-entered the preliminary design phase to make it lighter (38 to 42 tons per
vehicle) enabling both C-5s and C-17s to transport two SPHs without weight waivers. The program restructure added an
RSV-W with an automated re-supply module mounted on a palletized load system carrier. Crusader also joined the Abrams
program in seeking a common engine. The

Milestone B Review slipped to FY 03, with the

Initial Operational Test and Evaluation and

first unit equipped in 2008. In August 2000,

DOT&E approved a Crusader Test and

Evaluation Master Plan (TEMP).

In May 2002, the Secretary of Defense
directed the Army to terminate the Crusader
program.

TEST & EVALUATION ACTIVITIES

During FY02, the Self-Propelled Howitzer-1

Emulator (SPH1E) underwent propellant

handling and firing tests at Yuma Proving

Ground, Arizona. SPH1E included the

chassis, armament, and ammunition handling Crusader would have been the indirect fire support system for Army
equipment hardware of a heavy Crusader armored and mechanized forces.
prototype with emulation electronics and

software. SPH1E achieved a 40-kilometer

range, fired a ten-round mission at the

maximum rate of fire, and demonstrated a

four-round, multiple-round-simultaneous-

impact fire mission.
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United Defense, the prime contractor, integrated armament and ammunition handling test stands, crew stations, electron-
ics, and tactical software into a Crusader Integrated Test Station to exercise fire missions, re-supply, upload/download, and
inventory management functions for both the SPH and RSV.

In FY02, the Crusader LFT&E Integrated Product Team (IPT) reached consensus on the details of the vulnerability Live
Fire Test and Evaluation (LFT&E) strategy and received DOT&E approval to integrate the strategy into the Crusader
TEMP for final approval at Milestone B. During FY02, DOT&E continued to participate in IPT activities refining the
LFT&E strategy and planning the post-Milestone B Ballistic Hull and Turret test. All LFT&E IPT activity ceased after
termination of the Crusader program.

TEST & EVALUATION ASSESSMENT

Test firings with the SPH1E showed that Crusader had the potential to meet its range and rate-of-fire requirements.
However, technical problems delayed the SPH1E testing that was intended to demonstrate that Crusader could consis-
tently achieve those requirements.

OSD directed the Army to take appropriate action to retain Crusader technologies under development that present

potential benefits to other programs. DOT&E will assist in evaluating those programs that receive the Crusader technolo-
gies.
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Excalibur Family of Artillery Projectiles

capabilities. The high explosive, fragmenting, or penetrating unitary munitions (Block I) are intended to enhance

traditional fire support operations with increased range and improved accuracy against personnel, light materiel,
and structure targets. The smart munitions (Block 1) will be designed to search, detect, acquire, and engage fleeting and
short-dwell targets common to open-terrain battlefields. Discriminating munitions (Block I11) are expected to add the
capability to selectively identify and engage individual vehicular targets in urban environments by distinguishing specific
target characteristics. Excalibur’s precision capabilities are intended to be used by Future Combat System (FCS) Non-Line-
of-Sight (NLOS) Cannon units to provide close support to maneuver units in urban or complex terrain. Digitized light-
weight 155mm howitzer systems will be used to develop and test Excalibur’s capabilities before FCS NLOS Cannon is
fielded.

E xcalibur is a family of precision-guided, extended-range modular projectiles incorporating three unique payload

The Excalibur development team combines U.S. guidance expertise with Swedish airframe experience. The projectile will
employ Global Positioning System (GPS)-aided inertial guidance and navigation, free spinning base fins, four-axis canard
airframe control, base bleed technology, and a trajectory glide to achieve increased accuracy and extended ranges beyond
35 kilometers. The FCS NLOS Cannon will incorporate an inductive fuze setter to transfer target and fuze data to the
integral fuze.

Excalibur system development began in 1997 with a dual-purpose improved conventional munitions variant. However, in
January 2001, the Army shifted the development priority to the unitary projectile. In November 2001, the Army Acquisition
Executive decided to merge the Raytheon Excalibur (U.S.) and Bofors (Sweden) Trajectory Correctible Munition programs
and directed the program to schedule an in-process review for FY02. Following a Systems Review in February 2002, Army
leadership directed Excalibur to follow a block acquisition strategy. An early, limited production version of the unitary
round (Block IA) will provide an initial capability for the Army in FY06. The Block | (unitary) Milestone C is scheduled for
FY06 and an initial operational capability (IOC) in FY08. For Block Il (smart) and Block I11 (discriminating), Milestone B is
scheduled in FY08, Milestone Cin FY13,and I0C in FY16.

TEST & EVALUATION ACTIVITIES

Raytheon and Bofors have conducted merger ne-
gotiations and trade studies. Contract award is
planned in FY03.

Test events thus far have been limited to compo-
nent-level testing. Raytheon has tested the Guid-
ance, Navigation, and Control system and the
payload, while Live Fire Test and Evaluation
(LFT&E) activities were limited to preliminary de-
velopmental testing of the unitary warhead.

DOT&E worked with the Excalibur Integrated
Product Team to develop a Block I Excalibur Test
and Evaluation Master Plan (TEMP), including a

comprehensive LFT&E Strategy.
Excalibur’s precision capabilities are intended to be used by

TEST & EVALUATION ASSESSMENT Future Combat System Non-Line-of-Sight Cannon units to
Key technical risks for the unitary program provide close support to maneuver units in urban or complex
include reliable fin deployment, airframe terrain.

maneuverability, warhead fuze development,
inertial measurement unit (IMU) hardening, and
GPS acquisition. In the last year, gun-hardening
tests demonstrated integrated GPS acquisition
and tracking, and IMU mechanical performance
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to mid-zone acceleration levels. The canard actuator system passed the static deployment test. Raytheon is making
progress on hardening the IMU and should be on schedule for the Block | series. Accuracy required for engaging area
targets should be achievable, but achieving the greater accuracy required for structures and other point targets is higher
risk. The fielding of the early production version in FY06 is high risk however, the two years between this fielding and the
full-rate production of the Block IB in FY08 reduces this risk.

Smart projectiles such as SADARM (U.S.), Smart155 (Germany), and Bonus (Sweden) that employ millimeter wave variants
and infrared sensors to engage armored targets already exist. They have shown success against benign targets, but are
less successful against countermeasured targets. Germany and Sweden are working on product improvements that should
make the technology more effective by the start of the Block Il and 111 programs. Technology that discriminates between
individual targets is unproven.

No testing supporting the assessment of system lethality has been completed at this time. The Army has proposed an
LFT&E based on static arena tests, warhead penetration tests, end-to-end firings against representative targets from each
of the expected target classes, and modeling and simulation. DOT&E has stressed the importance of demonstrating the
effects of fuze function variation, terrain, and projectile angle of fall. The Army understands these concerns and is
currently working to revise the draft LFT&E Strategy.

Excalibur may be susceptible to GPS jamming. If GPS jammers are employed in the vicinity of the target, then the Army
expects Excalibur to use its inertial navigation system to hit the target. However, if the round encounters jamming that
prevents initial GPS acquisition, then the round will follow a ballistic trajectory instead of achieving guided flight. This
ballistic trajectory may endanger friendly forces if they are in the area of the ballistic round’s impact.

Excalibur will require accurate target location data in order to achieve desired effects for the unitary variants. Target
location errors will need to be 35 meters or less for personnel targets, and approximately 10 meters or less for targets
requiring a direct hit.

Excalibur susceptibility to height of burst spoofing and its resultant diminished weapons effects are undetermined at this
point.

Test and Evaluation issues of concern for DOT&E to be resolved in the TEMP development include: conducting an end-
to-end evaluation of effectiveness against the likely Excalibur target set from target acquisition to effects on target; the
development and inclusion of embedded instrumentation into the projectile to separate the measure of reliability from
effectiveness; the selection of an adequate test site that can accommodate testing in a GPS-jammed environment and at the
extended range Excalibur offers; and the adequacy of testing to support the early production and Milestone C decisions
(i.e. most available data will come from contractor development testing).
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Family of Medium Tactical Vehicles (FMTV)

The Family of Medium Tactical Vehicles (FMTV) is a family of 2.5-ton and 5-ton vehicles and trailers based on a common
truck cab, chassis, and internal components. The components are primarily non-developmental items configured for
rugged tactical environments. The light-medium tactical vehicles are 2.5-ton payload capacity models consisting of
cargo, airdrop cargo, and van variants. The medium tactical vehicles are 5-ton payload capacity models consisting of cargo
(with and without material handling crane), long wheel base cargo (with and without material handling crane), airdrop cargo,
tractor, wrecker, dump, and airdrop dump variants. Designed and tested, but not yet in production, is the 5-ton expansible
van. Also designed, but not yet tested, is a load handling system truck and trailer intended to self-load and transport
containerized and palletized cargo weighing up to seven tons. The first 11,000 of the trucks produced were designated the
AQ. The Army approved an anti-lock braking system, integrated data bus, and an Environmental Protection Agency 1999
compliant engine for vehicles now being produced (8,000 vehicles) as model Al. At present the Army is conducting full and
open competition for the next production series (14,000 vehicles) with an EPA 2004 compliant engine and other changes. The
Army has a total acquisition objective of 83,000 trucks and 10,000 trailers.

The Army made the full-rate production decision for the AO trucks in August 1995. The contract is being re-competed in a
two-phased program called the FMTV Competitive Rebuy. The first phase, a competitive downselect from two competitors
to one, will take place in March 2003. The second phase is a multi-year production contract to be awarded in 2003 with first
unit equipped scheduled for FY05.

Operational testing was conducted at Ft. Bragg, North Carolina, in three phases. Phase I, September-December 1993, was
terminated for poor demonstrated reliability. Phase I, conducted June-November 1994, was interrupted and cancelled
when the soldiers of the test unit deployed to Haiti. Phase 111, conducted April-July 1995, was the basis of the DOT&E
Beyond Low-Rate Initial Production report.

DOT&E approved the current Test and Evaluation Master Plan (TEMP) on April 16, 2002. This TEMP requires a Limited
User Test in FY05 of the load handling system variant and the Competitive Rebuy variants.

TEST & EVALUATION ACTIVITY

During the past year follow-on production
testing to verify the performance and quality
of current production Al vehicles was
completed. Other testing completed this past
year included Government testing to verify
performance, reliability, maintainability, and
conformance to the technical data package of
the upgraded Al vehicles submitted by the
two Competitive Rebuy contractors.
Production qualification testing to
demonstrate performance and reliability of the
Load Handling System (LHS) truck and trailer
had been expected to start this year but is
awaiting approval of the changed Joint
Service Operational Requirement, the first

mention of LHS. The first phase, a competitive downselect from two competitors to

. one, will take place March 2003.
At DOT&E’s suggestion, the Army Research

Laboratory Survivability and Lethality Analysis
Directorate undertook a vulnerability reduction
analysis of FMTYV, which was finished this year.
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TEST & EVALUATION ASSESSMENT

Based on prior year operational test and evaluation and current production testing, the FMTV trucks being produced
continue to be effective and suitable.

The preliminary results of the vulnerability reduction analysis indicate that approximately 50 percent of the side-on and
frontal presented areas are vulnerable to small arms projectiles as well as artillery and mine fragments. If all vulnerability
reduction measures described in the report were incorporated, vulnerability would be cut roughly in half, mostly due to
gains in tire, fuel, and crew survivability. All significant improvements have considerable weight, dollar, and maintenance
penalties.

78



ARMY PROGRAMS

Force XXI Battle Command, Brigade & Below (FBCB?2)

BCB?2 is a digital battle command system that links together brigade, battalions, companies and platoons tactical
Fcombat and combat services and support vehicles. Its primary purpose is to accurately and quickly disseminate/

display friendly and enemy unit locations, and to communicate orders, overlays, and graphical tactical control
measures throughout the force. The system consists of a small-ruggedized computer, a display, and a digital radio that is
used for line-of-sight FM communications either Single-Channel Ground and Airborne Radio System or Enhanced Position
Location Reporting System. The system also has a connection to a Global Positioning System receiver for self-location.

At the brigade and battalion tactical operation centers (TOCSs), the Tactical Internet interfaces with Army Tactical
Command and Control System (ATCCS), an Ethernet-based local area network of computers representing the functional
areas of intelligence, maneuver, air defense, combat service support, and fire support. This interface permits the
information collected and disseminated via ATCCS systems to be rapidly passed through the Tactical Internet to FBCB2
computers. Likewise, the position reports of individual and unit locations are passed upwards through the FBCB2 and
Tactical Internet into the ATCCS systems for dissemination throughout the force. The Tactical Information Management
System at the brigade TOC performs network initialization and management functions.

Army systems with a computer processor and display mounted in them will receive the FBCB2 software often referred to
as Embedded Battle Command software. Examples of Army systems that employ the Embedded Battle Command software
include the M2A3 Bradley Infantry Fighting Vehicles and the M2A2 SEP main battle tanks. In addition to the tactical
vehicles, the ATCCS component computers have Embedded Battle Command software installed to facilitate the interface
between FBCB2 and ATCCS.

TEST & EVALUATION ACTIVITIES

The Army conducted one operational test during the month of December 2001 at Fort Hood, Texas. The operational test
was followed by a developmental test conducted in September 2002 at Fort Huachuca, Arizona. The operational test was
intended to be the Initial Operational Test and

Evaluation (IOT&E) supporting a Full-Rate

Production Decision, but a few days before the

test began it was downgraded to a limited user

test (LUT 2A) by senior Army leadership. The

test was downgraded because the entrance

criteria were not met during the pilot test, there

were unresolved doctrinal issues concerning

network security, the TOC server and the mass

data loader, and the documentation was not

complete. Documentation that was not signed

at the start of the test included significant

changes to the Operational Requirements

Document and the Test Evaluation Master

Plan. The LUT was conducted with no

changes made to the events, instrumentation,

data collection, or analysis. There was no

acquisition decision made at the conclusion of  Force XXI Battle Command, Brigade & Below enhances the Army
the limit user test. Adevelopmental test, Field Battle Command System by providing automated tools to facilitate
Test 5, was conducted at Fort Huachuca in the battle command process. It enhances the ability of the soldier to
September 2002 to determine readiness to operate in an unpredictable and changing environment, across the
proceed to the rescheduled IOT&E in FY03. spectrum of conflict.
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TEST & EVALUATION ASSESSMENT

Based on testing of FBCB2 within the 4™ Infantry Division architecture, survey data through interviews suggests that
FBCB2 assists commanders in their ability to maneuver their forces and synchronize their combat power. Commanders
also indicate that situation awareness provided by FBCB2 permits them time to focus more on commanding. These results
highlight the potential of FBCB2; however, these anecdotes reflect satisfaction in FBCB2 when it works, and do not reflect
the inconsistent performance that has been observed to date. Furthermore, operational testing conducted to date has
been restricted to near-ideal conditions of Electronic Warfare (EW)/ Informational Warfare (IW), weather, and terrain.
Degradation in FBCB2 performance is expected when tasked to perform in more stressful environments. Tactics,
techniques, and procedures also remain immature. Testing in the mentioned environments is required in order to
demonstrate that FBCB2 is operationally effective and suitable. Testing must also be conducted for any new employment
architectures for FBCB2. New architecture designs will introduce new performance and interoperability challenges.

During the December 2001 LUT 2A, FBCB2 performance was marginal:

»  The average percent of the blue force that was visible on an FBCB2 screen was 68 percent, with one quarter of
the force able to see fewer than 50 percent of the blue platforms.

»  Several specific message categories deemed to be essential, such as Nuclear, Chemical, and Biological reports,
bridge and obstacle reports were not delivered in a timely manner, with only 33 percent of the force notified within
20 minutes and only 48 percent of the force ever receiving these messages. These messages are broadcast over
the Tactical Internet to quickly notify all elements of the force.

» Unit Task Reorganizations is an essential part of military operations and the ability to re-organize quickly is a Key
Performance Parameter for FBCB2. Attempts to task reorganize during this test resulted in frequent system lock-
ups, and excessive time was spent trying to reinitialize the system.

»  The message completion rate for command and control message traffic remained unsatisfactory at approximately
69 percent, although the speed of message completion was satisfactory at 2-3 seconds.

»  The transmission of lengthy orders and graphical overlays from higher to lower echelons using FBCB2 was not
reliable. Some orders were truncated as they passed from Maneuver Control System (MCS) to FBCB2, and
certain features on overlays do not render accurately on an FBCB2 system when created on an ATCCS computer;
the resulting potential for tactical confusion in identifying the locations of the friendly and enemy forces is not
satisfactory.

»  There were frequent failures of the Common Message Processor and the Common Tactical Picture software in
ATCCS when messages were passed between ATCCS and FBCB2. When failures did occur, the re-booting of the
ATCCS computers was required, a procedure that took 20-30 minutes. As FBCB?2 software is hosted on ATCCS
computers at battalion and brigade TOCs, this remains an FBCB2 concern.

»  The observed Mean Time Between Essential Function Failure was approximately 150 hours when the FBCB2
hardware, software, and the other critical elements of the Tactical Internet were considered.

The FBCB2 program had re-scheduled the IOT&E to take place in the spring of 2003; however, DOT&E was recently
informed that operational testing of FBCB2 has been postponed indefinitely. Test and Evaluation Master Plan (TEMP)
revisions were nearly finalized during FY02, and in addition to the IOT&E, the Army had included a cold-regions test in
Alaska, a force effectiveness operational test at the National Training Center, and a test in restricted or complex terrain at
the mock village and training area around Fort Knox. The revised TEMP, when submitted, should include rescheduling of
these tests and inclusion of adequate EW/IW testing.

80



ARMY PROGRAMS

Forward Area Air Defense Command, Control, Communications,
and Intelligence (FAAD C3I) System

The Forward Area Air Defense Command, Control, Communications, and Intelligence (FAAD C3l) system s a
network of components that connect command posts, weapons, and sensors of the Army’s divisional air defense
units. The Ground-Based Sensor (GBS), also called Sentinel, provides air surveillance, target acquisition, and target
tracking information to the weapons in the FAAD Battalion. FAAD C3l is part of the Army Battle Command System.
FAAD C3lI consists of computer hardware, software, and communications that provide command, control, targeting, and
other information to air defenders on the battlefield and a shared common air picture with other Army, Joint, Allied, and
Coalition air and missile defense systems. FAAD C3lI software performs air track and battle management processing
functions and uses Single-Channel Ground and Airborne Radio System, the Joint Tactical Information Distribution System,
and the Enhanced Position Location Reporting System (EPLRS) for communications. The Sentinel TPQ-36A radar is a
three-dimensional radar system using a phased-array antenna and an Identification Friend or Foe device. The GBS/
Sentinel system is mounted on a High Mobility Multi-Purpose Wheeled Vehicle with a towed trailer.

TEST & EVALUATION ACTIVITY
The FAAD C3lI Limited User Test (LUT) was conducted at Orogrande Range at Fort Bliss, Texas, in February and March
2002. The LUT tested version 5.2 of the FAAD C3l system.

TEST & EVALUATION ASSESSMENT

The FAAD C3l and GBS systems have significantly enhanced the accomplishment of low-altitude, short-range air defense
missions when compared to previous capability. The ability of STINGER-equipped units to engage hostile aircraft at
longer ranges, particularly before threat aircraft ordnance release, offers greatly improved protection of friendly ground
units. However at longer ranges, positive identification of unknown aircraft is more difficult; and fratricide, first observed
during the 1994 Initial Operational Test and Evaluation (IOT&E), continues to be a serious concern for the combined Air
Defense Artillery force (Airborne Warning And

Control System, F-16 aircraft, AEGIS, Patriot,

Marine Corps short range air defense weapons/

crews, and FAAD C3l/Sentinel). Analysis by the

Army found that many of the fratricide problems

involved leadership, training, and soldier

performance issues as opposed to technical

system performance. However, the inability of

electronic identification devices to correctly

identify all friendly aircraft requires soldiers to

visually identify all unknown aircraft as either

friend or foe.

The FAAD C3I LUT in 2002 re-examined fratricide
issues and addressed several new issues that
relate to the use of the Force XXI Battle Command,
Brigade and Below (FBCB2) V4 computer. Army
Test and Evaluation Command evaluated the
FAAD C3l version 5.2 software as being
operationally effective, suitable with limitations,
and survivable. Upgrades from Block Il version
4.0, the last time an operational test was performed,
continue to enhance capabilities in both
engagement and force planning operations. There
were two fratricide incidents in the LUT out of 355
engagements, both attributed to operator training.
Other concerns identified include a miscorrelation

The Forward Area Air Defense Command, Control, Communica-
tions and Intelligence system is a network of components that
connect command posts, weapons, and sensors of the Army’s
short-range air defense units. It provides a shared common air
picture with the Air Force, Navy, and the Patriot Missile System.
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problem when a FAAD C3l local track intersects with an externally generated track received over the Joint Data Network
from a Joint Surveillance Target Attack Radar System or Airborne Warning And Control System platform. There are also
hardware and software issues with the use of the FBCB2 computer in the firing units that have been identified and must be
corrected to ensure viability of the air defense mission. Other hardware and software issues remain to be corrected by the
Program Office from tests conducted in 1997, 1998, and 1999.

The capability of the tactical internet to support the movement of information within an Army division in a timely manner
remains an issue. In past events, the size of the tactical internet appears to interfere with getting air track information from
the FAAD sensors to the FAAD shooters. During the Division Capstone Exercise 1 (DCX1) exercise in 2001, the overall
message completion rate was approximately 50 percent. There were approximately 300 EPLRS radios during the DCX1
exercise. During the FBCB2 Field Test 3 in FY00, where only a slice of the network (85 EPLRS radios) was present, there
was no significant degradation in message completion rates. The FY02 FAAD C3I LUT has a communications network of
only 20 EPLRS radios making it impossible to resolve this issue. Recent improvements in EPLRS, specifically the use of
multi-source group needlines, should allow air track data to get to the intended recipients without competing with other
non-real time traffic on the FBCB2 network. The FAAD evaluation community is aware of the communications network
issue and is looking at alternative sources of data such as the FBCB2 IOT&E to help address this issue.

The Air and Missile Defense Workstation (AMDWS) is a portion of the FAAD C3I system that provides data on force
operations to the Army’s air defense units and the rest of the Army via the Army Battle Command System. AMDWS is
part of the Air and Missile Defense Planning and Control System (AMDPCS). There are several different configurations
and several software versions of AMDWS in the field. The Program Office has developed software patches to make these
various elements compatible. Most of the fielded AMDWS software versions have not been formally tested. The
operational requirements document was approved in 1997 and has been under revision. Critical operational issues and
criteria are under development, but have not been approved. As a result, there is no approved Test and Evaluation
strategy nor acquisition program for AMDPCS/AMDWS.

Future upgrades to the FAAD C3l system and Sentinel radar are aimed at allowing divisional air defense units to conduct
beyond visual range engagements. This new capability will rely on enhanced tracking and classification capabilities of the
Sentinel and on the ability of the FAAD C3I system to perform fire control by assigning particular weapons systems to
engage specific targets.
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Future Combat System (FCS)

maneuver sustainment systems that will include manned and unmanned platforms. They will replace virtually every

combat vehicle in the Army inventory, including main battle tanks, infantry fighting vehicles, howitzers, and mortars.
This program is distinct from the Stryker family of medium weight wheeled vehicles intended to be an interim force of six
brigades, while the FCS force is to be the Objective Force and to equip the entire Army (less the airborne division). A
major component will be the addition of three unmanned ground robotic vehicles (one armed with a missile, one for utility/
logistics, and one man-packable) and four unmanned aerial vehicles. A new vertically launched missile for indirect fire
support is also part of the FCS program. FCS will be networked via a C4ISR architecture that includes network
communications, network operations, sensors, battle command system, and manned/unmanned reconnaissance and
surveillance capabilities that enable situational understanding and synchronized operations. The network is known as
Warfighter Information Network-Tactical and includes the Joint Tactical Radio System. It will create, send, and receive
position location reports and command and control message traffic to enable the FCS vehicles to display a frequently
updated common operational picture and to rapidly pass orders, overlays, and messages to and from each vehicle and
command post.

F uture Combat Systems (FCS) is a family of advanced, networked air and ground maneuver, maneuver support, and

FCS is intended to be the core building block of the Army’s Objective Force. The Objective Force will consist of FCS
battalions organized into Units of Action, which in turn will be organized into Units of Employment. The FCS unit is not
intended to be a special purpose force. It is intended to accomplish all Army missions, including close combat, stand-off
fires with precision weapons, urban combat, and operations in all terrain and environments.

The goal of the program is to significantly improve the deployability of the Army without sacrificing any of the current
lethality or survivability and to ensure a deployable, responsive, lethal, agile, versatile, survivable, and sustainable land
force. The maximum vehicle weight is intended to be between 16 and 20 tons and all variants are to be C-130 transportable.

The FCS system will require completion of a
Live Fire Test and Evaluation (LFT&E) program
before the full-rate production decision, now
planned for mid-FY11. LFT&E will include both
munitions effectiveness for the new direct and
indirect fire munitions and susceptibility and
vulnerability testing on the new manned and
robotic vehicles being developed. Of special
interest is the survivability of the crews of the
manned vehicles.

Several FCS platforms will be equipped with
weapons requiring newly developed munitions,
none of which are to be developed and
acquired by the FCS program. Instead, each
required munition — for example, the Precision
Attack Missile for the NetFires platform —will
be developed separately by non-FCS program
offices, which will be responsible for
resourcing and conducting individual lethality
Live Fire programs for each munition.

The goal of the program is to significantly improve the deployability
of the Army without sacrificing any of the current lethality or
survivability.

TEST & EVALUATION ACTIVITIES

The Test and Evaluation Master Plan (TEMP)
is being prepared for submission to DOT&E in
March 2003 to support the Milestone B date of
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May 2003. There will be several Limited User Tests at different echelons of command leading up to an Initial Operational
Test and Evaluation during FY10.

TEST & EVALUATION ASSESSMENT

The key areas of technical risk for the program lie in the areas of ground robotic vehicles, survivability, mobility, and
situational awareness and interoperability. The requirement for semi-autonomous operation of ground robots is a source
of high technological risk. The development of a 155mm howitzer on a wheeled chassis weighing between 16 and 20 tons
will also be a technological challenge, especially in meeting the requirement to carry 3-7 days of ammunition. The vehicles
of the FCS force are intended to have the same level of survivability as the 70-ton legacy force, but within the weight
structure of a 16-20 ton vehicle. Survivability will depend upon quantum leap improvements in both passive and active
armor protection. FCS forces will require improved situational awareness and detection avoidance to survive but are then
increasingly vulnerable to electronic warfare, mines, and attack from close-in infantry with rocket-propelled grenades. The
mobility of the FCS vehicles is intended to be supplied by hybrid vehicle propulsion systems, which require development
of power supplies, electronic switching technology, and fuel sources. The entire FCS concept rests upon a network of
sensors, platforms, and command nodes linked by reliable, high bandwidth, and high-speed communications. Such
capabilities do not yet exist and will entail significant risk in their development.

There is also considerable operational risk in the FCS program due to the changes in the concept of operations. For
example, employing an artillery concept of detachable and remotely operated rockets fired from a container entails
operational risk in the tactical availability of the munitions when left unattended. The reliance of the FCS force on
precisely-delivered fires (especially those from joint platforms), delivered on time and in quantity to the ground force
commander, depends heavily on the bandwidth in the communications network that supports it, the accuracy of the
sensors that locate the targets, and the availability and timeliness of the joint munitions and platforms to support.
Competition for fires will also introduce an element of risk, since in many cases the fire support platforms will not be
organic to the FCS-equipped force. The FCS concept entails the creation of new Army units, under different organization
than the current Army, which have to be created, manned, and trained in order to capitalize on the technological
capabilities of FCS. This will entail significant operational risk as tactics and techniques have to be developed and refined
in concert with the technical capabilities development.

It is highly unlikely that the current schedule for FCS development can be maintained to field threshold levels of mission
performance due to the high levels of technological and operational risk. The FCS Block | development schedule calls for a
series of limited user tests in FY04, yet the government asked industry to prepare proposals in April 2002, and there are
currently no vehicles, test beds, prototypes, or even mature operational concepts to test. The FCS concept depends upon
multiple vehicles being developed simultaneously (including unmanned robotic vehicles) and calls for a new unit
organization, trained under an operational concept as yet unclear. It is extremely high risk to develop a family of highly
complex vehicles and the sophisticated command and control network simultaneously under the existing schedule, and to
organize, train, test, and equip a mission-capable FCS before 2010.
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Guided Multiple Launch Rocket System (GMLRS)

MLRS is a guided rocket fired from the M270A1 or High Mobility Artillery Rocket System (HIMARS) launchers.
G GMLRS is amultinational program. The design accuracy is less than two mils (120 meters at 60 kilometers) without

Global Positioning System (GPS) and less than 15 meters with GPS. It carries dual-purpose improved conventional
munition (DPICM) bomblets or a recently funded developmental-unitary high explosive warhead to ranges greater than 60
kilometers.

The intent is that a unit equipped with GMLRS will shoot farther (60 km versus 30 km), achieve desired effects with fewer
rockets (due to the improved accuracy), and have fewer duds than the currently fielded MLRS rocket. GMLRS is used
primarily in general support of maneuver divisions and corps. GMLRS DPICM is employed against lightly armored,
stationary targets such as towed artillery, air defense units, and communication sites. GMLRS unitary will have three fuze
settings for use against personnel in the open (proximity fuze); lightly fortified bunkers (delayed fuze); or a single, lightly
armored target (point detonating fuze).

GMLRS DPICM is scheduled for an April 2003 Milestone C, a FY05 full-rate production decision, and a FY06 initial
operational capability. GMLRS unitary is tentatively scheduled for a FY03 Milestone B and is envisioned to be a spiral
development program. Block I, with delayed and point detonating fuze settings, will be fielded in FY06. Full capabilities,
consisting of all three fuze modes and other improvements, will be fielded with the Block 11 in FY08.

TEST & EVALUATION ACTIVITIES
All six engineering design tests and all nine Production Qualification Tests (PQTs) have been completed for GMLRS
DPICM.

Live Fire Test and Evaluation (LFT&E) of the DPICM
warhead will be integrated with the Developmental and
Operational Testing against surrogate targets.
Individual target element damage will be assessed after
each mission to determine the achieved fractional
damage.

DOT&E is working with the Army to develop an
adequate operational test and LFT&E strategy for
GMLRS unitary.

TEST & EVALUATION ASSESSMENT

To date, tests demonstrate that the GMLRS rocket has
the accuracy and range needed to meet its requirements,
however, the dud rate continues to be a concern.

The GMLRS program recently began testing the full-up
rocket. Nine rockets were fired in six engineering
development tests. All of the seven rockets that
dispensed submunitions were well within the accuracy
needed to meet effectiveness requirements. One rocket
did not dispense its submunitions. An additional rocket
did not launch. Fixes were identified and included in the

production qualification flights, and the problems have Guided Multiple Launch Rocket System is a guided rocket
not recurred. All nine PQTs have been completed and fired from the M270A1 or High Mobility Artillery Rocket
demonstrated accuracy was within the requirements System launchers. A unit equipped with GMLRS will shoot
needed to meet the effectiveness criteria. The sixth PQT  farther (60 km versus 30 km), achieve desired effects with
identified two mechanical problems. Fixes for these fewer rockets (due to the improved accuracy), and have
problems were applied and successfully retested. fewer duds than the currently fielded MLRS rocket.
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The required dud rate (less than 1 percent) has not been achieved. The Army hoped to achieve this requirement by
making adjustments to the fuze of the current DPICM bomblet. In the recent PQTSs, the new bomblet had a slightly lower
dud rate than the current bomblet, but the dud rates were still above the 1 percent requirement. Dud rates for the new
bomblet design ranged from 1 to 5 percent, with one mission at 13 percent. The project office will explore additional
bomblet design changes, but the modified bomblet may not meet the dud rate requirement. The European partners are
designing and testing a bomblet with a self-destruct fuze; however, this bomblet version may not be available until after
the planned GMLRS full-rate production decision. The Army has not yet decided if it will pursue the self-destruct fuze.
With the current dud rate, GMLRS still has the potential to meet its operational effectiveness requirements.

Additional tests are planned to demonstrate GMLRS DPICM effectiveness against countermeasured targets and to show
its interoperability. All flight tests to date have been accomplished with a modified Improved Position Determining System
launcher, as opposed to an operationally representative one. Planned interoperability testing, therefore, will demonstrate
that GMLRS can be fired from the M270A1 and HIMARS launchers.
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High Mobility Artillery Rocket System (HIMARS)

IMARS, the newest member of the Multiple Launch Rocket System (MLRS) family, is intended to provide light,
H medium, and early-entry contingency forces an all-weather, indirect, area fire weapon system to strike high-payoff
threat targets at all depths of the tactical battlefield. HIMARS units will functionally and operationally mirror
current MLRS units, and will typically execute general support, general support reinforcing, and reinforcing missions.

The HIMARS launcher is self-loading with a crew cab, a hydraulic control system, and onboard fire control and navigation
systems. The HIMARS fire control system, electronics, and communications units are interchangeable with the M270A1
MLRS launcher. The launcher module is mounted on a modified Medium Tactical Vehicle, 5-ton chassis. HIMARS has a
three-man crew, but will be capable of one-man operation when necessary. It carries a single pod of six surface-to-surface
artillery rockets or one Army Tactical Missile System (ATACMS) missile. HIMARS is transportable by C-130 aircraft for
inter- and intra-theater deployment.

The HIMARS system consists of a launcher, two resupply vehicles (RSV) and two resupply trailers (RSTs). The RSV isa
medium tactical vehicle truck with an on-board crane and secure radio communications. The RST is a standard M1095 five-
ton trailer. Both the RSV and RST can carry two rocket or missile launch pods.

The HIMARS program was initiated in January 1995 as part of the Rapid Force Projection Initiative Advanced Concept
Technology Demonstration (ACTD). Three of the four prototype launchers produced for the ACTD went to the 3™
Battalion, 27" Field Artillery at Fort Bragg, North Carolina for a 2-year extended user evaluation. The 3/27 Field Artillery
retained those launchers for normal operations.

The HIMARS program entered Engineering and Manufacturing Development as an Acquisition Category (ACAT) 11
system following an October 1999 Milestone Il review. The OSD Director of Strategic and Tactical Systems approved the
HIMARS Test and Evaluation Master Plan (TEMP) on December 15, 1999. Because of an anticipated increase in produc-
tion quantities and special interest in the

program, OSD elevated HIMARS to ACAT ID

in May 2002. The program was placed under

operational test oversight in April 2002 in

anticipation of this decision. This program is

not under oversight for Live Fire because it

does not provide crew protection; however,

DOT&E is participating in the Ballistic Surviv-

ability Program.

The Milestone C Review is scheduled for
March 2003, with the Full-Rate Production
Decision Review in June 2005. The Army plans
to equip its first unit with HIMARS in March
2005.

TEST & EVALUATION ACTIVITIES

e Contractor Development Tests:
Component qualification testing is
ongoing. System Integration Tests
have been completed.

High Mobility Artillery Rocket System, the newest member of the
Multiple Launch Rocket System family, is intended to provide light,
medium, and early-entry contingency forces an all-weather, indirect,

«  Production Qualification Tests: area fire weapon system to strike high-payoff threat targets at all
Nuclear effects tests, formal depths of the tactical battlefield. It carries a single pod of six
qualification tests (initial software surface-to-surface artillery rockets or one Army Tactical Missile
version), and the preliminary logistics System missile.

demonstration have been completed.
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The automotive and environmental testing are underway. However, problems with the reload system have caused
the Army to defer the wartime tempo portion of the endurance testing until FY04 when it can be conducted with
Low-Rate Initial Production-configured launchers. During two flight test series between November 2001 and
August 2002, HIMARS fired each of the MLRS Family of Munitions. The Extended System Integration Test
(ESIT), a combined developmental/operational test, was conducted with one launcher and a soldier crew in
August 2002. Following the ESIT, HIMARS conducted a C-130 deployability demonstration with an H-model
C130. In November and December 2002, one HIMARS launcher participated in limited operational tests at the
Cold Regions Test Center in Alaska.

» Ballistics Survivability Program: Cab investigation and blast testing have been completed. Component experi-
mentation started in November 2002.

TEST & EVALUATION ASSESSMENT

The launcher mechanical and hydraulic hardware design is 90 percent stable, but has experienced problems that have led
to the redesign of the reload manifold and boom extension gearbox. The launcher chassis, RSV, and RST are mature,
fielded, production vehicles, and the RSV crane is a commercial item. Ninety-five percent of the software is common with
the fielded M270A1 launcher, and the initial version of HIMARS software was tested during August in the ESIT. All but
one of the Fire Control System line replaceable units are common with the M270A1, and that HIMARS launcher interface
unit has completed component-level qualification testing. However, the M270A1 program is developing replacements for
the fire control panel and the weapons interface unit that will not be available for testing until next year following the
Milestone C review.

A HIMARS Project Office accuracy analysis of HIMARS flight test results suggests that there is no statistically signifi-
cant difference in the accuracy of basic rockets fired from a HIMARS launcher and those fired from an M270 MLRS
launcher. DOT&E will conduct its own analysis once the flight tests are complete.

Based on the results of the ESIT, during which there were no live rocket or missile firings, HIMARS reliability is approxi-
mately half of the Operational Requirements Document (ORD) required 58 hours Mean Time Between System Abort. Data
from the flight tests suggest that the actual reliability when firing live munitions is probably lower than the ESIT estimate.
The Army is developing a reliability growth strategy to achieve and demonstrate the required reliability before Initial
Operational Test (10T).

Because the HIMARS cab does not provide ballistic protection for the crew, the crew must rely on concealment between
missions, as well as rapid displacement after missions to survive. ESIT results indicate that the HIMARS time to displace
from the firing point after a mission is similar to that of the M270A1 launcher, both of which are shorter than that of the
currently fielded M270 launcher. The HIMARS firing point dwell time for ATACMS missions easily meets requirements.

DOT&E is working with the Army to revise the TEMP for Milestone C. Issues of concern include an appropriate location
for the 10T, the amount of live fire in the ground phase of the IOT, and the TEMP and ORD submission timeliness.
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Integrated System Control (ISYSCON) (V)4

SYSCON is a family of systems that provide the signal commander, G-6, and S-6 personnel the capability to maximize
I the availability of communications and data distribution systems in support of the combat commander. The ISYSCON
requirements document provides a blocked strategy for both versions of ISYSCON: the ISYSCON Version (V)1-3 and
the ISYSCON (V)4. Blocks 1, 3, and 6 of the ISYSCON requirements document pertain to ISYSCON (V)1-3 and are covered
under a separate program. Blocks 2, 4, and 5 of the requirements document are for ISYSCON (V)4, the program covered by
this report. The Initial Operational Test and Evaluation (IOT&E) for ISYSCON (V)4 will validate that Block 4 requirements
are met.

The ISYSCON (V)4 supports information operations and automation in support of the Army’s digitized combat forces, their
weapon systems, and the other related Battlefield Automation Systems. The ISYSCON (V)4 consists of commercial off-the-
shelf, government off-the-shelf, and government-developed software applications implemented on the Force XXI Battle
Command Brigade and Below (FBCB2) Appliqué hardware and the Panasonic CF-28 Toughbook. Although most functions
can be performed on both hardware platforms, ISYSCON (V)4 is a bifurcated system as some functionality can only be
performed on one of the platforms. At division through battalion, ISYSCON (V)4 provides signal personnel a system to
manage the combat net radio based Wide Area Network (WAN) for the digitized force. The combat net radio based WAN
is commonly referred to as the Lower Tactical Internet. The ISYSCON (V)4 also provides Local Area Network (LAN)
management services for wired and wireless LANSs at all echelons. LAN management includes planning, configuring, fault
identification, and fault resolution for all LAN network devices located within the Tactical Operations Centers that support
internal, as well as external, communications.

TEST & EVALUATION ACTIVITIES
ISYSCON (V)4 participated in Field Test 4 in September and October 2001 (Development Test), as well as the FBCB2/
ISYSCON (V)4 Limited User Test (LUT) 2A.in December 2001.

It completed System Segment Acceptance Testing at
the contractor’s facility in May 2002, and
participated in the combined FBCB2/Manuever
Control System(MCS)/ISYSCON (V)4 Field Test 5 in
September 2002 (Development Test).

The FBCB2/MCS/ISYSCON (V)4 IOT&E was
scheduled in April/May 2003, but has been
indefinitely postponed due to preparations for
anticipated real-world operations.

TEST & EVALUATION ASSESSMENT

Field Test 4 indicated that the FBCB2 and MCS
programs were not ready for the scheduled FBCB2/
MCS/ISYSCON (V)4 IOT&E in December 2001. The
test was downgraded to a LUT due to shortcomings
with interoperability and test documentation for
FBCB2 and immature software for MCS. ISYSCON is

acritical enabler of the digital battlefield; without Integrated System Control (V)4 provides the ability to maxi-

sufficiently mature systems for it to support, the mize availability of communications and data distribution

Army postponed the ISYSCON (V)4 IOT&E until all systems for the digitized force. At division through battalion, it

three systems were ready for test. is used to manage the combat net radio based Wide Area
Network and provides Local Area Network management

The ISYSCON (V)4 Block 4 software successfully services for wired and wireless LANs at all echelons.

completed technical testing at the contractor
facilities in May 2002. All three programs went to
Field Test 5 in September 2002. Results of this event
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have not been released by the Army as of this writing. However, DOT&E observed improved stability and performance of
all systems and the supporting network.

The ISYSCON (V)4 software is stable and was expected to support FBCB2 and MCS during the MCS/FBCB2/ISYSCON
(V)4 I0T&E in April/May 2003 before the event was postponed.

The development of key enablers like ISYSCON has shown the importance of system-of-systems testing, and the
difficulties that arise in coordinating requirements, development and fielding schedules, threats, scenarios, and test
architectures. As the Army continues to move towards the Objective Force and Future Combat System, it should derive
many lessons learned from these programs and the combined test events.
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Joint Computer-Aided Acquisition and Logistics Support (JCALS)

distributed client-server system designed to process all data and information required to manage, control, and

produce each Service’s technical manuals at designated sites. The program is developing an infrastructure to
logistically support weapons systems throughout their life cycles. At its heart is the Global Data Management System
(GDMS), the middleware connecting JCALS users with legacy data repositories. GDMS provides transparent access to
data anywhere in the system regardless of where it is stored, how it is formatted, or how it is accessed. A System
Operational Support Center provides overall system management and administration and assists users.

The Joint Computer-aided Acquisition and Logistics Support (JCALS) system is a multi-Service, geographically

JCALS is being developed in increments called Software Packages (SWPs). The first increment, SWP 1/2, has been fielded.
The second increment, SWP 3.1, has been divided into two releases: SWP 3.1.1 and SWP 3.1.2. Athird planned increment,
SWP 3.3, was recently cancelled. These SWPs were to contain the following general capabilities:

*  SWHP 1/2: Abasic automated capability for accessing and exchanging technical information on weapons systems
among the Services and Department of Defense agencies. Air Force sites were provided with a modification that
introduced a basic Joint Technical Manual (JTM) capability.

* SWHP3.1: Replaces Army and Navy technical manual legacy systems with enhanced JTM functionality, adds a
publishing capability for the Marine Corps, affords wider connectivity (more interfaces), and provides a web-
based capability.

»  SWP 3.3: (Cancelled) Provides the core functionality necessary for all the Services to routinely perform their
JTM business practices without workarounds.

In 1998, the Army Test and Evaluation Command (ATEC), the Independent Operational Test Agency, conducted an Initial
Operational Test and Evaluation of JCALS hardware and SWP 1/2, in compliance with the Test and Evaluation Master Plan
(TEMP) approved by DOT&E in May 1997.

DOT&E’s evaluation revealed a variety of

problems, and the Project Manager (PM) began

to take corrective actions. Based on the follow-

on assessments by ATEC, DOT&E concluded

that JCALS was operationally effective and

suitable for the Army, Navy, and Marine Corps,

and it was deployed to those Services.

The PM then developed a “modified SWP 1/2”
for the Air Force that underwent rigorous
regression testing in the laboratory and follow-
on evaluation in the operational environments
through 1999. DOT&E subsequently found the
“modified SWP 1/2” operationally effective and
suitable for the Air Force and it was deployed to
Air Force sites.

Overall requirements are based on a user-
approved Joint Minimum Essential Requirements
List, rather than an Operational Requirements
Document. The TEMP was updated in April
2001. As Test and Evaluation progressed, the
PM continued to refine the JCALS acquisition
strategy and the definitions of the SWPs.

Joint Computer-Aided Acquisition and Logistical Support is a
multi-Service system designed to process data and information
required to manage, control, and produce technical manuals. It
provides an infrastructure to logistically support weapons systems.
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TEST & EVALUATION ACTIVITY
* Inthe final phase of SWP 3.1 Developmental Test and Evaluation, the software was installed and tested with
operational users at 13 beta sites that encompass all of the Services. The PM declared JCALS ready for
Operational Test and Evaluation (OT&E) in December 2001.
e ATEC conducted OT&E on SWP 3.1 at the 13 test sites January 17- February 7, 2002.
»  ATEC conducted an operational assessment (OA) and evaluation of an enhanced JCALS version (SWP 3.1.1) ina
lab environment from June 3-7, 2002.

TEST & EVALUATION ASSESSMENT

Based on the OT&E in January and February 2002, DOT&E concluded that JCALS SWP 3.1 software was operationally
ineffective and operationally unsuitable. This version of SWP 3.1 became known as SWP 3.1.0, and has not been fielded
past the 13 test sites. (The majority of JCALS sites are still using an earlier version known as SWP 2.6.) By the time the
OT&E on SWP 3.1.0 was completed, the PM had already developed SWP 3.1.1, a “maintenance drop” that enhanced the
3.1 software. The PM further improved this version by correcting the critical deficiencies noted during the OT&E of 3.1.0
(which was not fielded). Attention was then focused on how to test and field 3.1.1.

SWP 3.1.1 contains data model changes that preclude its fielding to only a limited number of sites for the purpose of
operational test. Instead, 3.1.1 will have to be deployed simultaneously to all JCALS sites (replacing 2.6 and 3.1.0) or not at
all. The test community thus decided to perform operational test on 3.1.1 in the form of an OA in a lab environment, but
with actual users brought in from the field. Follow-on operational test can then be conducted in the field. ATEC
conducted the OA from 3-7 June 2002. Based on the results, DOT&E determined that SWP 3.1.1 is operationally effective
and recommended its immediate fielding to all JCALS sites. Assoon as 3.1.1 s fielded, ATEC will conduct an in-field
assessment to determine whether the system is operationally suitable and whether it remains operationally effective in the
field environment.

Software development complexity, integration issues, aggressive (but unmet) timelines, and many other issues have
seriously impacted the JCALS acquisition for over a decade. In August 2002, the Under Secretary of Defense
(Acquisition, Technology, and Logistics) and the JCALS PM agreed to cease further development of JCALS as soon as
SWP 3.1.2 isfielded. The Services will then develop alternatives to the JCALS infrastructure to meet their specific
requirements, as necessary. DOT&E will continue to work with the PM and the operational test agency to operationally
test 3.1.2. Aswith 3.1.1, 3.1.2 contains data model changes that preclude a limited fielding for operational test only. Thus,
the same basic OT&E plan used for 3.1.1 will be used for 3.1.2.
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Joint Land Attack Cruise Missile Defense Elevated Netted Sensor
System (JLENS)

The Joint Land Attack Cruise Missile Defense Elevated Netted Sensor System (JLENS) is an airborne radar platform
designed to provide surveillance and fire control quality radar data on Land Attack Cruise Missiles and other
airbreathing targets. The system also acquires and tracks moving surface targets and supports detection of tactical
ballistic missiles. A JLENS system consists of two aerostats, one containing a Surveillance Radar (SuR) and one
containing a Precision Track Illumination Radar (PTIR). The aerostats are non-developmental 71-meter, unmanned,
tethered, non-rigid aerodynamic structures filled with helium and air. Each aerostat is tethered to a mobile mooring station
and attached to a processing station via a fiber optic/power tether. The SuR provides the initial target detection and then
cueing to the PTIR, which generates a fire control quality track. The JLENS system is integrated into the Joint Tactical
Architecture via Link 16, Cooperative Engagement Capability, Single-Channel Ground and Air Radio System, and
Enhanced Position Location Reporting System. The system provides key contributions to generation of a Single
Integrated Air Picture, through the fusion of high accuracy long-range tracking and target classification information with
that of other sensors in the Joint Air and Missile Defense architecture. Both radar systems will include Identification
Friend or Foe interrogators.

Shooters such as Patriot, Navy Standard Missile, the Marine Corps Complementary Low Altitude Weapons System, and
the Army Surface Launched Advanced Medium-Range Air-to-Air Missile can use the JLENS PTIR data to engage low-
flying terrain masked cruise missiles before their own ground-based sensors can detect them. JLENS supports air-directed
surface-to-air-missile and air-directed air-to-air missile engagements through both the engage on remote and forward pass
mechanisms.

The JLENS program is executed in two blocks. Block 1 develops the PTIR fire control radar, which includes a sector search
capability. Block 2 develops the full azimuth 360 degree SuR and demonstrates its ability to hand over targets to the PTIR
for engagement execution. Acomplete JLENS system consists of one Block 1 PTIR and one Block 2 SuR. The purchase of
18 JLENS systems consists of 18 PTIRS, 18 SuRs,

36 Mobile Mooring Systems, and 36 processing

systems.

TEST & EVALUATION ACTIVITIES

* DOT&E has observed a series of
subsystem design risk reduction
presentations and subsystem survey
reviews.

» Initial test planning has commenced with
the formation and convening of a JLENS
Test and Evaluation Integration Working
Integrated Product Team.

*  Adraft Test and Evaluation Master Plan
has been completed.

»  DOT&E has completed a final draft of the
Independent Evaluation Plan and will
begin coordinating it with the Army’s
Developmental Test and Operational Test

agencies. The Joint Land Attack Cruise Missile Defense Elevated Netted

«  The JLENS program participated in the Sensor System is an airborne radar platform designed to provide
Joint Combat Identification Evaluation surveillance and fire control quality radar data on Land Attack
Team 02 (JCIET 02) Exercise using the Cruise Missiles and other airbreathing targets.

Prototype Processing Station to
demonstrate potential JLENS value added
to the war fighter.
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TEST & EVALUATION ASSESSMENT

JCIET 02 was used to provide a venue for Concept of Operations and Tactics, Techniques, and Procedures development.
During JCIET 02, the JLENS Prototype Processing Station demonstrated the ability to receive tactical information via Link-16,
using a Multifunction Information Distribution System terminal. After the exercise, Army Evaluation Command determined
that an Air and Missile Defense Workstation operator, with minimal additional training, could conduct mission operations.
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Joint Simulation System (JSIMS)

The Joint Simulation System (JSIMS) is a single, distributed, and seamlessly integrated simulation environment that
permits integration of real-world and simulated assets of the U.S. Military Services and their allies on a virtual
battlefield. The JSIMS virtual battlefield is simulated by a High Level Architecture compliant federation of
component models. The component models include the National Air and Space Model, Warfighters’” Simulation
(WARSIM), WARSIM Intelligence Model, JSIMS Maritime, the Defense Intelligence Agency’s Deployable Intelligence
Simulation for Collaborative Operations, Joint Signals Intelligence Simulation, and National Simulation. JSIMS is to
provide a real-time simulation capability that can be configured for use in exercises of differing durations, scenarios, and
complexities. It interfaces with real-world Command, Control, Communications, Computers, and Intelligence (C*l) systems,
providing a training environment that is transparent to the training audience. JSIMS is to include scenarios that reflect the
transition of military forces into less conventional roles such as multi-national peacekeeping and humanitarian assistance.
At Initial Operational Capability, JSIMS will be an accredited simulation environment to support joint training for unified
combatant command staffs, joint task force (JTF) commanders and staffs, and JTF component commanders and staffs. At
Full Operational Capability, JSIMS is to evolve to support professional military and senior officer education, mission
planning, mission rehearsal, and doctrine development.

TEST & EVALUATIONACTIVITY

The JSIMS program announced a schedule breach in June 2002 that resulted in slipping the Initial Operational Test and
Evaluation from FY03 into FY04, rescheduling the various development test events, and a 6-month slip in the Joint
Warfighting Center’s Validation event which is now scheduled to begin in January 2003.

During FY02, the Alliance Executive Office completed the last three of five integration events leading up to the completion of
JSIMS Block 1 development. Performance runs were made concurrently with development during the final integration event.
Results from the performance and stability runs made in 1QFY03 supported the test readiness review (TRR) on October 31,
2002. The Program Office was unable to meet

the entrance criteria at the TRR and was

directed to do additional runs to show the

federation could operate as intended

regarding stability and performance before

JSIMS could enter into the Systems Test (i.e.,

the government developmental test). The

Systems Test is now scheduled to begin in

December.

As a result of concerns expressed over small
scope of the Systems Test, the JSIMS Program
Office and the Joint Warfighting Center will
conduct a Full Systems Test following
Validation that will demonstrate the ability of
JSIMS to support a typical Joint Staff exercise
of the size expected in the MultiService
Operational Test and Evaluation and future
training events.

The Test and Evaluation Integrated Product

Team revised the draft Test and Evaluation The Joint Simulation System is to provide a real-time simulation
Master Plan (TEMP) to reflect changes in capaplllty that can be configured fp_r use in exercises of differing

the schedule, Operational Test and durations, scenarios, and COI’T?p|E?(ItIeS. It interfaces with rea_l-world
Evaluation (OT&E) strategy, and Command, C(_)n_trol, Con_wrr_]unlcatl_ons, Compute_rs, and Intelligence
organizational responsibilities. The JSIMS systems, providing a training environment that is transparent to the

training audience.
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Program Manager submitted the draft TEMP for coordination at the end of the 4QFY02. OSD has asked the Program Office
to review the TEMP again and adjust it to include recent changes in test schedules and addition of events like the Full
Systems Test.

TEST & EVALUATION ASSESSMENT

The schedule slip has had a positive impact on the OT&E strategy in that the schedule now supports a true baseline event
during which performance of the Joint Training Confederation, the legacy training simulation, can be measured. DOT&E
was instrumental in introducing the concept of a baseline-to-JSIMS comparison into the OT&E strategy during the initial
TEMP development. The Navy’s Operational Test and Evaluation Force agreed to this aspect of the strategy when they
assumed the responsibility of lead operational test agency.

Integration events have proven more difficult than anticipated by the Alliance Executive Office, and significant software
problems were still being identified toward the end of the final integration event for Block 1. As a result, the risk to
maintaining the schedule for Block 1 development and the Full System Test remains high.

Initial performance runs have demonstrated the difficulty of initializing a large federation representative of training exercise

configuration, the difficulty of operating in a classified configuration using the common security services, and the lack of
stability across the network and with individual federates.
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Joint Tactical Radio System (JTRS)

The Joint Tactical Radio System (JTRS) is a family of high-capacity, programmable, multi-band/multi-mode tactical
radios to provide both line-of-sight and beyond-line-of-sight communication capabilities to the warfighter. The
JTRS program will eventually replace the DoD’s current inventory of some 750,000 “hardwired” tactical radios of
various independently developed families and versions with some 250,000 modular, programmable JTRS radios. The JTRS
uses software defined radio technology to achieve flexibility, interoperability, and ease of upgrade. The Joint
Requirements Council validated the updated JTRS Operational Requirements Document in April 2002.

The Software Communications Architecture (SCA), a non-proprietary open systems architecture, is an essential
component of the JTRS strategy and is the basis for software waveforms. The JTRS Joint Program Office maintains the
SCA and software waveforms, while the Services develop the Joint Tactical Radio (JTR) sets in Service-led acquisition
efforts called clusters. The first cluster, the Army-led Cluster 1, is developing JTR sets for Army and Marine Corps ground
vehicular, Air Force Tactical Air Control Party ground vehicular, and Army rotary wing applications. Although not yet fully
established, the following future clusters are envisioned: Cluster 2-handheld/manpack, Cluster 3-fixed/maritime, and

Cluster 4-airborne (fast mover). A cluster for space applications is also being considered.

The Joint Program Office approach to defining the SCA involved multiple steps. The final step, Step 2C, involved the
production of a small number (on the order of 200) of two-channel, SCA \ersion 2.0-compliant radios, called JTRS Step 2C
radios. The Army plans to issue the Step 2C radios to operational units as an interim solution for critical inter-Tactical
Operations Center communications requirements until Cluster 1 radios are ready. This issue will depend upon the results
of an operational assessment in early 2003.

TEST & EVALUATION ACTIVITIES
Defense Acquisition Board Milestone B approved the Joint Program Office’s plan to acquire software waveforms and
approved the initiation of the Army-led Cluster 1 development.

OSD approved the Annex for the JTRS Joint
Test and Evaluation Master Plan (TEMP) for the
Cluster 1 System in May 2002. The Joint TEMP
remains in Service coordination. However, prior
coordination with OSD identified no significant
issues.

Army awarded the Cluster 1 contract to Boeing
in June 2002. Major test events planned are
Early Operational Assessment in FY04 using
pre-Engineering Development Model (EDM)
radios, Government Developmental Test and
Limited User Test in FY05 using EDM radios,
and Multi-Service Operational Test and
Evaluation in FY06 using Low-Rate Initial
Production radios.

The Joint Tactical Radio System is a family of high-capacity,
programmable, multi-band/multi-mode tactical radios to provide
both line-of-sight and beyond-line-of-sight communication capa-
bilities to the warfighter. The JTRS uses software defined radio
technology to achieve flexibility, interoperability, and ease of
upgrade.

The Army decided in September 2002 to not
field the prototype JTRS Step 2C radios as an
interim solution. Instead the Army will procure
additional Near Term Digital Radios. The Step
2C radio development experienced significant
cost and schedule growth, while the users
expressed the desire for a single “interim”
tactical operations center radio solution to
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ensure interoperability without establishment of gateways and a single logistics infrastructure for “interim” radios.
However, the JTRS Step 2C went through developmental testing in the November 2002 at Fort Huachuca, Arizona. Results
were not available prior to publication of this report.

TEST & EVALUATION ASSESSMENT

The JTRS completed a Milestone B acquisition review in June 2002 for the overall JTRS program under the auspices of the
JTRS Joint Program Office and the Army-led Cluster 1 development effort. The test strategies laid out in the two TEMPs
should provide the data necessary to make informed acquisition decisions at subsequent milestones. However, several
areas require continued monitoring and further attention:

«  Schedule Risk: The Cluster 1 testing schedule, directed by the program’s General Officers Steering Group, is too
compressed and success-driven for the program to meet. The program manager acknowledges the risk and has
prepared contingencies.

«  Operational Concept and Requirements Uncertainty: The concepts of operations and the requirements for the
JTRS continue to evolve. These changes affect operational test considerations such as test concept, scope,
platforms, and missions.

«  Number of Radios: The Multi-Service Operational Test and Evaluation planning uses 160 JTR sets as the required
number. However, changes in force structure, operational concepts, scenarios, and capability of the new,
undeveloped Wideband Networking Waveform could require a larger number.

«  Testability of Measures and Requirements: Many of the measures and associated requirements, as currently
stated, are vague and neither measurable nor testable. The Cluster 1 Program acknowledges this shortcoming and
is proceeding to develop better definitions.

Early and active tester involvement enhanced the integration of testing into the JTRS program. This access provided to

OSD throughout the Integrated Product Team process significantly facilitated developing an acceptable test program and
gaining rapid approval of documentation for the milestone review.
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Land Warrior

and situational awareness. It is intended to enhance small unit lethality, command and control, survivability,
mobility, and sustainment. Land Warrior integrates everything that the soldier wears or carries into a
system-of-systems.

The Land Warrior is a first generation integrated fighting system designed to enhance Infantry team combat power

Land Warrior consists of five sub-systems:

»  Computer/radio sub-system including a computer, soldier intercom, leader radio and navigation/Global
Positioning System.

» Integrated helmet assembly sub-system including a helmet-mounted display and a night image intensification
device.

*  Weapon sub-system with currently fielded M4 modular weapon system, thermal weapon sight, close combat
optic, infrared aiming light, laser range finder, and digital compass capabilities.

»  Software sub-system.

»  Protective clothing and individual equipment sub-system including body armor; nuclear, biological, and chemical
protective clothing; laser protective eyewear; and load bearing equipment.

The program integrates a combination of Land Warrior developed equipment, Organizational Clothing and Individual
Equipment, and other items under development to be provided to the Land Warrior program as government furnished
equipment. Land Warrior is intended to be fully interoperable with the

digital command and control systems of other platforms.

The strategy of the Land Warrior program office is to acquire Land
Warrior in blocks I, 11, and 111. Blocks I and Il are also known as Land
Warrior—Initial Capability (LW-IC) and Land Warrior—Stryker
Interoperable Capability (LW-SI), respectively.

An Early Operational Experiment (EOE) was conducted from October to
December 1996, at Ft. Benning, Georgia, with ten surrogate prototypes.
This EOE provided human factors information, principally with respect to
the performance of the helmet and load-bearing equipment, which
supported system design reviews. Additionally, the EOE was used to aid
in the development of tactics, techniques, and procedures. Land Warrior
was originally scheduled to begin operational testing in FY98. Due to
hardware problems encountered during technical testing in April 1998, the
program manager halted further system development pending an overall
program review and subsequent program restructuring. Land Warrior was
placed on OSD Test and Evaluaton oversight in April 1998.

TEST & EVALUATION ACTIVITY

No operational test has occurred to date. Land Warrior participated in the
Joint Contingency Force Advance Warfighting Experiment (JCF AWE)
conducted at the Joint Readiness Training Center, Fort Polk, Louisiana, in
September 2000. During JCF AWE, a platoon from the 82" Airborne

Division, equipped with prototype Land Warrior systems, demonstrated The Land Warrior integrates everything
the potential of Land Warrior to enhance tactical movement, survivability, that the soldier wears or carries into a
and situational awareness. Combined contractor and Developmental system-of-systems and is intended to be
Testing (DT) for the restructured program began in August 2002 and fully interoperable with the digital
demonstrated the presence of LW-IC functionally while also establishing command and control systems of other
areliability baseline for the program. platforms.
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The Land Warrior Test and Evaluation Master Plan (TEMP) was approved in August 1994. Arevised Land Warrior TEMP
is being developed and is scheduled to be submitted to DOT&E in January 2003. The Initial Operational Test and
Evaluation (IOT&E) of the LW-1C version is scheduled for FY03.

TEST & EVALUATION ASSESSMENT

The LW-IC version of the system is mature enough to enter DT. By February 2003, the program office will evaluate
whether LW-IC is ready to enter operational test for the purpose of obtaining a full-rate production decision. After
adequate testing of production representative systems, DOT&E will submit a Beyond Low-Rate Initial Production report to
Congress. The IOT&E for LW-IC will also be the low-rate initial production decision for LW-SI, with follow on testing and
evaluation scheduled for FY05.
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Line-of-Sight Anti-Tank Missile (LOSAT)

The Line-of-Sight Anti-Tank Missile (LOSAT) is an anti-tank weapon system intended to provide lethal fire to defeat
any known or projected armor system at ranges greater than 4,000 meters. It uses kinetic energy as its kill mecha
nism. LOSAT, which will be mounted on a U.S. Army High Mobility Multi-Purpose Wheeled Vehicle (HMMWV)
chassis, is being developed as a supplemental anti-armor capability for fielding to light divisions currently equipped with
Tube-launch Optically-controlled Wire-guided (TOW) and Javelin anti-tank systems. The basic system will consist of two
HMMWVs and a high-mobility Missile Resupply Trailer. One HMMWYV, called the Fire Unit (FU), will be the LOSAT
missile launch platform and will carry four ready-to-fire missiles. The fire control system in the FU is based on the Im-
proved Bradley Acquisition System, which features an acquisition system using a second-generation Forward-Looking
Infrared sensor for night environments and a daylight TV. The other vehicle, the Resupply HMMWYV, will tow the missile
resupply trailer, which will carry eight additional missiles. The system is to be deployable by strategic (e.g., C-5, C-17) and
tactical airlift (C-130), and external air transport via UH-60 and CH-47 helicopters.

The LOSAT program was designated as an Advanced Technology Demonstration in 1992 and upgraded to an Advanced
Concept Technology Demonstration (ACTD) in 1997. The program was restructured in 1999 to enter an Engineering and
Manufacturing Development-like phase, referred to by the Army as ACTD Plus, to prepare for a Low-Rate Initial Produc-
tion (LRIP) decision planned for early FY04. The LRIP decision will be followed by Initial Operational Test & Evaluation in
FYO05 supporting a full-rate production decision in early FY06.

TEST & EVALUATION ACTIVITY

During 2002, the principal test activities were the certification by the government to ensure that the system is safe for
manned use in an operational environment and an early soldier involvement assessment to ensure that operator displays,
controls, and other man/machine interfaces are appropriate and useful.

The Test and Evaluation Master Plan is currently under revision. The test events being planned include: 1) Dismounted
Battlespace Battle Lab Demonstrations in the FY03/04 timeframe to examine tactical deployability and military utility; 2) a
Limited User Test to provide information to

support the LRIP decision; an IOT&E,

comprised of live firings and force-on-force

exercises that will be conducted in the FY06;

and, vulnerability and lethality Live Fire Test

and Evaluation (LFT&E) testing. The LFT&E

program will assess the degree to which the

LOSAT system (including the missile, both

HMMWYV vehicles, and the loaded trailer) is

vulnerable to expected threats. This program

describes critical vulnerability and lethality

issues, and the scope of testing needed to

address them, including the need for more

than one FU vehicle in a full-up, system-level

LFT&E to support the planned full-rate

production decision.

TEST & EVALUATION ASSESSMENT

All prior testing has been technical. Results The Line-of-Sight Anti-Tank Missile is an anti-tank weapon system
to date indicate that the LOSAT is capable of intended to provide lethal fire to defeat any known or projected
defeating any current or projected tank it hits armor system at ranges greater than 4,000 meters.

and that the launch effects from shock, g-
load, flash, toxic gases, pressure, and sound
(in and outside the vehicle) have been
demonstrated to fall within the Army’s
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acceptable ranges for human factors. Furthermore, missile firings against evasively moving and multiple targets are
needed to confirm its operational effectiveness. However, the survivability of the system itself is more problematic; the
Army has chosen to trade some ballistic protection for enhanced deployability (to ensure that the LOSAT system will be
sling-loadable from a UH-60 helicopter).
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M829E3 120mm Armor-Piercing Fin-Stabilized Discarding Sabot-
Tracer (APFSDS-T) Cartridge

designed to be fired from the Abrams tank. It is a kinetic energy (KE) round that fires a uranium alloy rod designed

to penetrate and destroy enemy heavy armored vehicles. The design is driven by the need to counter KE-effective
explosive reactive armor (ERA) and the desire to destroy targets at a longer range than is possible with the current
M829A2.

The M829E3 Armor-Piercing Fin-Stabilized Discarding Sabot-Tracer (APFSDS-T) cartridge is a 120mm round

The M829E3 is on the Test and Evaluation oversight list for Live Fire Test and Evaluation (LFT&E) only. LFT&E for this
program includes both lethality and vulnerability evaluations. System lethality will be assessed with respect to expected
threat tanks. The evaluation will also address the effect on Abrams tank vulnerability once the current ammunition
(M829A2) is replaced with the M829E3.

TEST & EVALUATION ACTIVITIES

Testing for the M829E3 LFT&E during FY02 included:
» Phase I Production Qualification Tests (PQT) against range targets (approximately 60 shots).
» Phase Il PQT against shotline simulant targets (approximately 30 shots).
»  Full-scale vulnerability tests using Abrams tank hardware and stowage plans (3 shots).

TEST & EVALUATION ASSESSMENT

Results from the Phase I and Il PQT were consistent with the preliminary data gathered during the final tests of
production-representative Engineering and Manufacturing Development hardware during FY01. Specific discussion of the
targets used during testing, and the results of the tests, are classified.

The provision for use of shotline simulant
targets in the Phase 1l PQT represents an
intelligent approach to realistic lethality
testing, given the difficulties inherent in
acquiring representative threat targets and
testing with ERA and depleted uranium
ammunition. An important component of the
lethality evaluation will be a thorough
discussion of the special considerations and
limitations accepted in the design of these
targets and the assessment of individual test
outcomes.

The M829E3 Armor-Piercing Fin-Stabilized Discarding Sabot-
Tracer cartridge is a 120mm round designed to be fired from the
Abrams tank.
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Maneuver Control System (MCS)

The Maneuver Control System (MCS) is the command and control system for Army maneuver elements in battalion
through corps echelons. MCS consists of a network of computer workstations that integrate information from
subordinate maneuver units with those from other Army Battle Command System (ABCS) battlefield functional
areas to create a joint common database referred to as the Common Tactical Picture. Tactical information products, such as
situation maps and reports, allow the display and manipulation of this information. MCS also provides a means to create,
coordinate, and disseminate 