Summary

Reliability, maturity, and sustainment measures for business systems acquisitions rely heavily on configuration management, defect tracking, and automated regression testing. This section of the guidebook provides related examples of text from previously approved TEMPs for business systems that have successfully prepared for developmental and operational testing.


The TEMP should describe the acquisition program’s configuration management and configuration control framework. Testers will need accurate configuration information to understand the system and to determine the system’s adherence to effectiveness, suitability, and cybersecurity requirements.

Defect tracking should be conducted during all phases of test and evaluation, using a clearly-defined process that is explained in the TEMP. Generally, as a defect is discovered, the developer or tester will document it through a deficiency report (DR). A Deficiency Review Board (DRB) will assign a DR level as defined by IEEE 12207.2 Annex J, and track the status of each defect, over time, as to which are open, closed, or resolved. During regression testing or as part of another test event, testers will validate that identified deficiencies have been resolved. Additionally, software change requests (SCR) for capabilities that are needed but not inherent in the software baseline should be generated and assigned severity levels using the IEEE definitions based on impacts to mission accomplishment.

As a rule, test measures for business systems should be specified in terms of the types of data that can automatically be logged and reported by the system. Measures used for testing will typically be the same measures as those that operators and system managers will use over the course of a system’s lifecycle to gauge acceptable performance or service degradation. Accordingly, automated logging and reporting of performance data should be included in the core system design. When possible, automated approaches to data collection should be used versus less accurate manual methods (e.g., relying on a stopwatch to measure system response times). Objective human performance measures, such as human error rates and the amount of time it takes the operator to complete a task, should be used to evaluate human factors, as appropriate for the system under test. Surveys should be used sparingly when human performance measures are not feasible or to supplement these measures. When used, surveys should comply with DOT&E's guidance on survey design and administration.
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