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1. PART | - INTRODUCTION
1.1. PURPOSE

State the purpose of the Test and Evaluation Master Plan (TEMP).
Identify if this is an initial or updated TEMP.

State the Milestone (or other) decision the TEMP supports.

State if the program is listed on the DOT&E Oversight List or is an MDAP,
MAIS, or USD(AT&L)-designated special interest program.

1.2. MISSION DESCRIPTION

1.2.1 Mission Overview

e Summarize the mission need described in the program capability
requirements documents in terms of the capability the system will provide
to the Warfighter.

e Describe the mission to be accomplished by a unit that will be equipped
with the system.

e Incorporate an Operational View (OV-1) of the system showing the
intended operational environment.

¢ Include significant points from the Life Cycle Sustainment Plan, the
Information Support Plan, and the Program Protection Plan.

e For business systems, include a summary of the business case analysis
for the program.

1.2.2 Concept of Operations

o Reference all applicable Concepts of Operations and Concepts of
Employment in describing the mission. Describe test implications.

0o CONOPS Guidance and Examples

1.2.3 Operational Users

e Describe the intended users of the system, how they will employ the
system, and any important characteristics of the operational users (e.g.,
experience level, training requirements, area of specialization, etc.).

0 Cybersecurity OT&E Guidance and Example
1.3 SYSTEM DESCRIPTION

e Describe the system configuration.

¢ Identify key features and subsystems, both hardware and software (such
as architecture, system and user interfaces, security levels, and reserves)
for the planned increments within the Future Years Defense Program
(FYDP).



1.3.1. Program Background

Reference the Analysis of Alternatives (AoA), the Acquisition Program Baseline
(APB), the Materiel Development Decision (MDD), and the last Milestone
decision (including Acquisition Decision Memorandum (ADM)) to provide
background information on the proposed system.

Briefly describe the overarching Acquisition Strategy. Address whether the
system will be procured using an incremental development strategy or a single
step to full capability.

If it is an evolutionary acquisition strategy, discuss planned upgrades, additional
features and expanded capabilities of follow-on increments. The main focus
must be on the current increment with brief descriptions of the previous and
follow-on increments to establish continuity between known increments.
Describe the nomenclature used for increments, waves, releases, etc.

1.3.2. Key Interfaces

Identify interfaces with existing or planned systems’ architectures that are
required for mission accomplishment.

Address integration and modifications needed for commercial items. Include
interoperability with existing and/or planned systems of other Department of
Defense (DoD) Components, other Government agencies, or Allies.

Provide a DoD Architectural Framework (DoDAF) that shows the different system
interfaces, e.g., SV2, SV6, etc., from the Capability Development Document
(CDD) or Capability Production Document (CPD).

1.3.3. Key Capabilities

Identify the Key Performance Parameters (KPPs), Key System Attributes (KSAS),
Critical Technical Parameters (CTPs), and additional important information for
the system. For each listed parameter, provide the threshold and objective
values from the CDD / CPD/ Technical Document and reference the CDD / CPD/
Technical Document paragraph.

Identify Critical Operational Issues (COIs).

0 COils should identify key elements for operationally effectiveness,
operationally suitability, and survivability; they represent a significant risk
if not satisfactorily resolved.

0 COils should be few in number and reflect operational mission concerns.
Existing documents such as capability requirements documents,
Business Case Analysis, AoA, APB, warfighting doctrine, validated threat
assessments and CONOPS may provide useful insights in developing
COls.

1.3.4. System Threat Assessment

Describe the threat environment (to include cyber-threats) in which the system
will operate. Reference the appropriate Defense Intelligence Agency (DIA) or
component-validated threat documents for the system.

o0 Threat Representation Guidance and Examples
0 Cybersecurity OT&E Guidance and Example




1.3.5. Systems Engineering (SE) Requirements

Describe SE-based information and activities that will be used to develop the test
and evaluation plan. Examples include hardware reliability growth and software
maturity growth strategies. Selected Technical Performance Measures (TPMs)
from the Systems Engineering Plan (SEP) should be included to show desired
performance growth at various test phases.

o Reliability Growth Guidance

Reference the SEP and ensure alignment to the TEMP.

1.3.6. Special Test or Certification Requirements

Identify unique system characteristics or support concepts that will generate
special test, analysis, and evaluation requirements.

Identify and describe all required certifications, e.g., cybersecurity, Risk
Management Framework (RMF), post deployment software support, resistance
to chemical, biological, nuclear, and radiological effects; resistance to
countermeasures; resistance to reverse engineering/exploitation efforts (Anti-
Tamper); development of new threat simulation, simulators, or targets.

0 Threat Representation Guidance and Examples
0 Cybersecurity Guidance

1.3.7. Previous Testing

Discuss the results of any previous tests that apply to, or have an effect on, the
test strategy.
0 LFT&E Strategy Guidance

Ensure that the narrative in Part | is consistent with the schedule in Part Il, the
T&E strategy in Part Ill, and allocated resources in Part IV. This will require
iterative coordination between sub-workgroups and the T&E WIPT.



http://www.dtic.mil/whs/directives/corres/pdf/851001_2014.pdf

2. PART Il - TEST PROGRAM MANAGEMENT AND SCHEDULE
2.1. T&E MANAGEMENT

Discuss the test and evaluation roles and responsibilities of key personnel and
organizations such as:
o0 Program Office
Chief Developmental Tester.
Lead DT&E Organization
Prime Contractor
Lead OTA
o User representative

O O0OO0Oo

2.1.1. T&E Organizational Construct

Identify the organizations or activities (such as the T&E Working-level Integrated
Product Team (T&E WIPT) or Service equivalent, LFT&E IPT, etc.) in the T&E
management structure, to include the sub-workgroups, such as a Modeling and
Simulation; Survivability; Transportability; MANPRINT/Human System
Integration; Environmental, Safety, and Occupational Health (ESOH); or
Reliability.

0 LFT&E Strategy Guidance
Provide sufficient information to adequately understand the functional
relationships.
Reference the T&E WIPT charter that includes specific responsibilities and
deliverable items for detailed explanation of T&E management. These items
include TEMPs and Test Resource Plans (TRPs) that are produced
collaboratively by member organizations.

2.2. COMMON T&E DATABASE REQUIREMENTS

Describe the provisions for and methods of accessing, collecting, validating, and
sharing data as it becomes available from contractor testing, Government
Developmental Testing (DT), Operational Testing (OT), and oversight
organizations, as well as supporting related activities that contribute or use test
data.

Describe how the pedigree of the data will be established and maintained. The
pedigree of the data refers to understanding the configuration of the test asset,
and the actual test conditions under which the data were obtained for each piece
of data.

Describe the data acquisition and management approach.

State which organization will be responsible for maintaining the data. For a
common T&E database, a single organization is preferred.

In the case where multiple organizations require separate databases, briefly
justify their requirement and describe how data will be synchronized among the
databases and which database will be the data of record.

Describe how users of test data will access the data. Describe any special
permissions or authorizations needed. Describe if any special tools or software
are needed to read and analyze the data.

Reference a data dictionary or similar document that clearly describes the
structure and format of the database.



2.3. DEFICIENCY REPORTING

(Post MS A TEMP) Describe the processes for documenting and tracking
deficiencies identified during system development and operational testing.
Relate this to the Failure Reporting, Analysis, and Corrective Action System
(FRACAS) in the SEP. Describe any deficiency rating system. Describe how the
deficiency reporting database is different from the common T&E database, if
appropriate.
Describe how the information is accessed and shared across the program, to
include all applicable T&E organizations. The processes should address
problems or deficiencies identified during both contractor and Government test
activities. The processes should also include issues that have not been formally
documented as a deficiency (e.g., watch items).

o0 Defense Business System Guidance and Examples

2.4. TEMP UPDATES

Reference instructions for complying with DoDI 5000.02 required updates or
identify exceptions to those procedures if determined necessary for more efficient
administration of document.

Provide procedures for keeping TEMP information current between updates. For
a Joint or Multi-Service TEMP, identify references that will be followed or
exceptions as necessary.

2.5. INTEGRATED TEST PROGRAM SCHEDULE

Display (see Figure 2.1) the overall time sequencing of the major acquisition
phases and milestones. Include the test and evaluation major decision points,
related activities, and planned cumulative funding expenditures by appropriation
by year. Ensure sufficient time is allocated between significant test events to
account for test-analyze-fix-test and correction of deficiencies, assessments,
and reporting.

Include event dates such as major decision points as defined in DoD Instruction
5000.02, e.g., developmental and operational assessments, preliminary and
critical design reviews, test article availability; software version releases;
appropriate phases of DT&E; LFT&E; Cybersecurity testing; Joint Interoperability
Test Command (JITC) interoperability testing and certification date to support the
MS-C and Full-Rate Production (FRP) Decision Review (DR).

Include significant Cybersecurity event sequencing, such as Interim Authorization
to Test (IATT) and Authorization to Operate (ATO).

Include operational test and evaluation; Low-Rate Initial Production (LRIP)
deliveries; Initial Operational Capability (I0OC); Full Operational Capability (FOC);
and statutorily required reports such as the Live-Fire T&E Report and Beyond
Low-Rate Initial Production (B-LRIP) Report.

Provide a single schedule for multi-DoD Component or Joint and Capstone
TEMPs showing all related DoD Component system event dates.

Ensure that the schedule in Part Il is consistent with the narrative in Part |, the T&E
strategy in Part Ill, and allocated resources in Part IV. This will require iterative
coordination between sub-workgroups and the T&E WIPT.




Figure 2.1 SAMPLE Integrated Program Test Schedule
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3. PART Il — Test and Evaluation Strategy and Implementation
3.1 T&E STRATEGY

Introduce the program T&E strategy by briefly describing how it supports the
acquisition strategy as described in Section 1.3.1.

The discussions should focus on the testing for capabilities, and address testing of
subsystems or components where they represent a significant risk to achieving a
necessary capability.

Describe the scientific approach to designing an efficient test program that will
characterize system performance across the operational conditions anticipated to be
encountered by users. Summarize with details referenced in the appropriate
appendix.

The strategy should address the conditions for integrating DT and OT tests.

0 Integrated Testing Guidance and Best Practices

Evaluations shall include a comparison with current mission capabilities using existing
data, so that measurable improvements can be determined.

o0 Describe the strategy for achieving this comparison and for ensuring data are
retained and managed for future comparison results of evolutionary
increments or future replacement capabilities.

o If such evaluation is considered costly relative to the benefits gained, the PM
shall propose an alternative evaluation strategy.

To present the program’s T&E strategy, briefly describe the relative emphasis on
methodologies (e.g., Modeling and Simulation (M&S), Measurement Facility (MF),
Systems Integration Laboratory (SIL), Hardware-In-the-Loop Test (HILT), Installed
System Test Facility (ISTF), Open Air Range (OAR), and Live, Virtual, and
Constructive (LVC)).

Describe the evaluation products.
0 Describe how the products will be linked.

o ldentify the organization that is providing the products and to whom they are
being provided.

o Identify the decision being supported by the products.

o Ensure sufficient time is allocated for analysis of the products.

3.1.1. Decision Support Key

o Connect key test events to the acquisition decisions they support. Describe the
information required to support such decisions.



3.2. DEVELOPMENTAL EVALUATION APPROACH

e Describe the developmental evaluation approach that will be used to support
technical, programmatic, and acquisition decisions.

¢ |dentify how the government intends to evaluate the design and development of
technologies, components, subsystems, systems, and systems of systems as
applicable in order to assess programmatic and technical risk.

o Describe the integrated testing approach and how it will support the overall evaluation
strategy.

3.2.1. Developmental Evaluation Framework

o Embed a Developmental Evaluation Framework (DEF) in the form of a table or
spreadsheet. Describe the contents of the developmental evaluation framework,
including descriptions of columns and the origin of information contained. Include
instructions to the reader on the use of the table or spreadsheet and its contents.

e Arrange the table or spreadsheet to show time-phased, iterative test progression
toward the achievement of performance goals and measures.

¢ Include elements (columns, rows, or cells) bearing the following essential information:

o0 Functional evaluation area. Categorical groupings of functional areas brought
forward or derived from baseline documentation.

o0 Decision supported. The significant program decision points where data and
information gathered during testing will be used to make decisions or give
program direction.

o0 Decision support question. Key question related to performance, reliability,
cybersecurity, or interoperability that when answered determines the outcome
of an evaluation for the decision supported.

0 Key system requirements and T&E measures (one or more fields of
requirements identification and performance measurement).

=  Technical requirements document reference.

= Description.
=  Technical measures. CTP, TPM, Metrics.

Method (technique, process, or verification method).
Test Event.
Resources. Brief reference may appear here.

O O O O

3Cross-Reference. Used to refer to related requirements, capabilities, and
line items to aid in requirements traceability, precedence, interdependency,
and causality.




3.2.2. Test Methodology
o For each capability and key functional area, address a test methodology that:

o Verifies achievement of critical technical parameters and the ability to achieve
key performance parameters, and assess progress toward achievement of
critical operational issues.

0 Measures the system’s ability to achieve the thresholds prescribed in the
capabilities documents.

o0 Provides data to the Program Manager to enable root cause determination
and to identify corrective actions.

Measures system functionality.

Provides information for cost, performance, and schedule tradeoffs.
Assesses system specification compliance.

Identifies system capabilities, limitations, and deficiencies.
Assesses system safety.

Assesses compatibility with legacy systems.

O O O o o o o

Stresses the system within the intended operationally relevant mission
environment.

Supports cybersecurity assessments and authorizations.
Supports the interoperability certification process.

Documents achievement of contractual technical performance and verifies
incremental improvements and system corrective actions.

0 Provides DT&E data to validate parameters in models and simulations.
0 Assesses the maturity of the chosen integrated technologies.
3.2.3. Modeling and Simulation (M&S)

e Describe the key models and simulations and their intended use. Include the
developmental test objectives to be addressed using M&S to include any approved
operational test objectives.

¢ Identify who will perform M&S verification, validation, and accreditation.
¢ Identify data needed and the planned accreditation effort.

o |dentify how the developmental test scenarios will be supplemented with M&S,
including how M&S will be used to predict the Sustainment KPP and other
sustainment considerations.

¢ |dentify and describe LVC requirements.
o Identify developmental M&S resource requirements in Part IV.



3.2.4.

Test Limitations and Risks

Discuss any developmental test limitations that may significantly affect the evaluator's
ability to draw conclusions about the maturity, capabilities, limitations, or readiness for
dedicated operational testing.

Address the impact of these limitations as well as resolution approaches.

Discuss any known test risks at the time the TEMP is being written. These are risks
that may prevent or delay the satisfactory execution of the test events. Any test risks
that are included in the program-level risk management database should be included.
Include a risk mitigation plan for the identified test risks.

o Test Limitations Guidance and DT Examples

3.3. DEVELOPMENTAL TEST APPROACH

3.3.1.

Mission-Oriented Approach

Describe the approach to test the system performance in a mission context, i.e., how
the system will actually be employed.

Discuss how developmental testing will reflect the expected operational environment
to help ensure developmental testing is planned to integrate with operational testing.

Describe the use of actual user subjects to support human factors engineering
assessments and NET development.

0 Integrated Testing Guidance and Best Practices




3.3.2. Developmental Test Events (Description, Scope, and Scenario) and Objectives

For each developmental test event shown in the schedule and the DEF, prepare a
subparagraph that summarizes: Who is the lead test organization; the objectives of
the test event, the test event’'s schedule; other associated test events, location(s),
etc.

Summarize the planned objectives and state the methodology to test the system
attributes defined by the applicable capability requirement document (CDD, CPD,
CONOPS) and the CTPs that will be addressed during each phase of DT.
Subparagraphs can be used to separate the discussion of each phase.

For each DT phase, discuss the key test objectives to address both the contractor
and Government developmental test concerns and their importance to achieving the
exit criteria for the next major program decision point. If a contractor is not yet
selected, include the developmental test issues addressed in the Request for
Proposals (RFPs) or Statement of Work (SOW).

Address measurable exit/entrance criteria for each major T&E phase and milestone
decision points.

Discuss how developmental testing will reflect the expected operational environment
to help ensure developmental testing is planned to integrate with operational testing.

0 Integrated Testing Guidance and Best Practices

o0 Software Algorithm Testing Guidance and Examples
Include key test objectives related to logistics testing.
Summarize the developmental test events, test scenarios, and the test design
concept.
Quantify the testing sufficiently (e.g., number of test hours, test articles, test events,
test firings) to allow a valid cost estimate to be created.
Identify and explain how models and simulations, specific threat systems, surrogates,
countermeasures, component, or subsystem testing, test beds, and prototypes will be
used to determine whether or not developmental test objectives are achieved.
Identify the DT&E reports required to support decision points/reviews and OT
readiness.
Address the system’s reliability growth strategy, goals, and targets and how they
support the Developmental Evaluation Framework. Detailed developmental test
objectives should be addressed in the System Test Plans and detailed test plans
(Provide specific details in Appendix F — Reliability Growth Plan).

0 Reliability Growth Guidance

Discuss plans for interoperability and cybersecurity testing, including the use of cyber
ranges for vulnerability and adversarial testing (Provide specific details in Appendix E
— Cybersecurity).

0 Cybersecurity OT&E Guidance and Example




3.4. CERTIFICATION FOR INITIAL OPERATIONAL TEST AND EVALUATION (IOT&E)

e Explain how and when the system will be certified safe and ready for IOT&E.

o Explain who is responsible for certification and which decision reviews will be
supported using the lead Service’s certification of safety and system materiel
readiness process.

o List the DT&E information (i.e., reports, briefings, or summaries) that provides
predictive analyses of expected system performance against specific COIs and the
key system attributes — measures of effectiveness (MOE) and measures of suitability
(MOS).

e Discuss the entry criteria for IOT&E and how the DT&E program will address those
criteria.

o |IOT&E Entrance Criteria Guidance and Examples




3.5. OPERATIONAL EVALUATION APPROACH

3.5.1

Summarize the mission focused evaluation methodology and supporting test strategy, including the
essential mission and system capabilities that contribute to operational effectiveness, suitability, and
survivability.

o0 Mission Focused Evaluation Guidance and Examples

0 Baseline Evaluation Guidance with Best Practices

0 End-to-End Operational Testing Guidance and Examples

0 Cybersecurity OT&E Guidance and Example
Summarize the operational test events, key threat simulators and/or simulation(s) and targets to be
employed, and the type of representative personnel who will operate and maintain the system.
Summarize integrated testing strategy to include:
Developmental test data that will be used for operational evaluation
Conditions on data pedigree and test conduct to make data suitable for operational evaluation
Integrated Testing Guidance and Best Practices
Integrated Survivability Assessment Guidance and Best Practices

o Force Protection Evaluation Guidance

O O OO0

Operational Test Events and Objectives

¢ Identify the key operational test objectives for each test event and test phase
¢ Outline the approach for characterizing the COIs and important MOES/MOSs across relevant
operational conditions.

0 Realistic Operational Conditions Guidance and Examples
o OT of Software Intensive Systems Guidance and Examples

3.5.2 Operational Evaluation Framework The evaluation framework should identify and link:

0 The goal of the operational test within a mission context

o The mission-oriented response variables, the factors that affect those variables, and he
required test resources

o0 (Post MS A TEMP) The test designs for strategically varying the factors across the operational
envelope

0 Operational Evaluation Framework Guidance with Examples

0 Test Instrumentation Guidance and Examples

o Software Evaluation Guidance with Examples
The evaluation framework should focus on the subset of mission-oriented measures critical for
assessing operational effectiveness, suitability, and survivability.

0 Mission Focused Metrics Guidance with Examples
(Post MS A TEMP) Use a systematic, rigorous, and structured approach to link major test events and
phases to quantitatively evaluate system capabilities across relevant operational conditions.
(Post MS A TEMP) Describe the statistical test design strategy and corresponding statistical
measures of merit (e.g., confidence and power).

o0 Scientific Test and Analysis Techniques Guidance with Examples
Identify planned sources of information (e.g., developmental testing, testing of related systems,
modeling, simulation) that may be used to supplement operational test and evaluation.
Describe the scope of the operational test by identifying the test mission scenarios and the resources
that will be used to conduct the test.

o0 Production Representative Test Articles Guidance and Examples

o Test Resources Guidance and Examples




3.5.3 Modeling and Simulation (M&S)

If described in either the DT&E or Live Fire sections, do not repeat. Just reference
and hyperlink. Only discuss what is unique to OT&E.

Describe the key models and simulations and their intended use.

Include the operational test objectives to be addressed using M&S.

(Post MS A TEMP) Identify who will perform the M&S verification, validation, and
accreditation.

(Post MS A TEMP) Identify data needed and the planned accreditation effort.
Identify how the operational test scenarios will be supplemented with M&S.
Identify operational M&S resource requirements in Part IV.

o M&S for OT&E Guidance and Examples

3.5.4 Test Limitations

Discuss test limitations including threat realism, resource availability, limited
operational (military; climatic; Chemical, Biological, Nuclear, and Radiological
(CBNR), etc.) environments, limited support environment, maturity of tested systems
or subsystems, safety, that may impact the resolution of affected COls.

Describe measures taken to mitigate limitations.

Indicate if any system contractor involvement or support is required, the nature of that
support, and steps taken to ensure the impartiality of the contractor providing the
support according to Title 10 U.S.C. §2399.

Indicate the impact of test limitations on the ability to resolve COls and the ability to
formulate conclusions regarding operational effectiveness and operational suitability.
Indicate the COls affected in parentheses after each limitation.

o Test Limitations Guidance and OT Examples
0 Cybersecurity OT&E Guidance and Example




3.6. LIVE FIRE TEST AND EVALUATION APPROACH

If live fire testing is required, describe the approach to evaluate the
survivability/lethality of the system, and (for survivability LFT&E) personnel
survivability of the system's occupants.

0 LFT&E Strategy Guidance
0 Integrated Survivability Assessment Guidance and Best Practices
o Force Protection Evaluation Guidance

Include a description of the overall live fire evaluation strategy to influence the
system design (as defined in Title 10 U.S.C. § 2366), critical live fire evaluation
issues, and major evaluation limitations.

Discuss the management of the LFT&E program, to include the shot selection
process, target resource availability, and schedule.

Discuss a waiver, if appropriate, from full-up, system-level survivability testing, and
the alternative strategy.

3.6.1. Live Fire Test Objectives

State the key live fire test objectives for realistic survivability or lethality testing of
the system.

Include a matrix that identifies all tests within the LFT&E strategy, their schedules,
the issues they will address, and which planning documents will be submitted for
DOT&E approval and which will be submitted for information and review only.
Identify whether full-up, system-level testing will be conducted, or whether a waiver
will be required from such testing. If a waiver will be required from full-up, system-
level testing, describe the key features of the alternative LFT&E plan, including the
planned levels of test realism to support the evaluation of survivability or lethality.
Quantify the testing sufficiently (e.g., number of test hours, test articles, test
events, test firings) to allow a valid cost estimate to be created.

3.6.2. Modeling and Simulation (M&S)

Only discuss what is unique to live fire.

Describe the key models and simulations and their intended use.

If M&S is to be used for test planning, describe how M&S will be used as a basis
for decisions regarding test scope or test conditions.

If M&S is to be used for prediction of test results, identify which tests will have
predictions based on M&S, and which models will be used for such predictions.
If M&S is to be used for evaluation of critical LFT&E issues, summarize the
degree of reliance on M&S, and identify any evaluation issues that will be
addressed solely by M&S.

Include the LFT&E test objectives to be addressed using M&S to include
operational test objectives.

(Post MS A TEMP) Identify who will perform M&S verification, validation, and
accreditation

(Post MS A TEMP) Identify data needed and the planned accreditation effort.
Identify how the test scenarios will be supplemented with M&S.

Identify and describe LVC requirements.

Identify M&S resource requirements in Part IV.

o M&S for LFT&E Guidance and Examples




3.6.3. Test Limitations

e Discuss any test limitations that may significantly affect the ability to assess the
system’s vulnerability and survivability.
e Also address the impact of these limitations, and resolution approaches.

o0 Test Limitations Guidance and LFT&E Examples
3.7. OTHER CERTIFICATIONS

¢ Identify key testing prerequisites and entrance criteria, such as required certifications
(e.g. DoD Risk Management Framework (RMF), Authorization to Operate, Weapon
Systems Explosive Safety Review Board (WSERB), flight certification, etc.)

3.8. FUTURE TEST AND EVALUATION

e Summarize all remaining significant T&E that has not been discussed yet, extending
through the system life cycle.
o0 Significant T&E is that T&E requiring procurement of test assets or other unique
test resources that need to be captured in the Resource section.
o0 Significant T&E can also be any additional questions or issues that need to be
resolved for future decisions.
o Do notinclude any T&E in this section that has been previously discussed in this part
of the TEMP.

Ensure that the T&E strategy in Part Ill is consistent with the narrative in Part I,
the schedule in Part I, and allocated resources in Part IV. This will require
iterative coordination between sub-workgroups and the T&E WIPT.




4. PART IV-RESOURCE SUMMARY

4.1. INTRODUCTION

In this section, specify the resource elements, both government and contractor,
necessary to plan, execute, and evaluate a test event or test campaign.

0 Test Resources Guidance and Examples

Resource elements include test articles, models, simulations, test facilities, manpower
for test conduct and support, and other items that are described below.

Resource estimates must be quantifiable and defensible, derived from STAT
methodologies (identified in the evaluation framework and included in the STAT section
or appendix) and where appropriate, based on test experience.

Testing will be planned and conducted to take full advantage of existing DoD investment
in ranges, facilities, and other resources wherever practical. Justify use of non-
government facilities.

Along with each resource element, include an estimate of element quantity, when the
elements will be used (consistent with figure 2.1 schedule), the organization responsible
for providing them, and their cost estimate (if available).

Include long-lead items for the next increment if known.

Callout any shortfalls, their impact on planned T&E, and describe an appropriate
mitigation.

Use of tables to more accurately convey information for each of the sub-
paragraphs below is encouraged. See TEMP Guide for real world TEMP
examples.

4.2. TEST RESOURCE SUMMARY
4.2.1. Test Articles

Identify the actual number of and timing requirements for all test articles, including key
support equipment and technical information required for testing in each phase of DT&E,
LFT&E, and OT&E.

0 Production Representative Test Articles Guidance and Examples

If key subsystems (components, assemblies, subassemblies or software modules) are to
be tested individually, before being tested in the final system configuration, identify each
subsystem in the TEMP and the quantity required. Specifically identify when prototype,
engineering development, or production models will be used.



4.2.2. Test Sites

Identify the specific test ranges/facilities and schedule to be used for each type of
testing.

Compare the requirements for test ranges/facilities dictated by the scope and content of
planned testing with existing and programmed test range/facility capability.

Summarize the results of a cost benefit analysis (CBA) in those cases where
government test facilities are not used.

Test Facilities may include the following and other test venues:

Digital Modeling and Simulation Facility (DMSF).

Measurement Facility (MF).

System Integration Laboratory (SIL).

Hardware-in-the-Loop (HWIL) Facility.

Installed System Test Facility (ISTF).

Open Air Ranges (OAR).

Cyber Ranges.

Distributed Live, Virtual, and Constructive (DLVC) Environments.

O O O o o o o o

4.2.3. Test Instrumentation

Identify instrumentation that must be acquired or built specifically to conduct the planned
test program

0 Test Instrumentation Guidance and Examples

Identify the specific data classes that the instrumentation will capture and relate it to the
DEFM.

Identify any special tools or software that analysts or evaluators will need to read the
data from the instrumentation.

4.2.4. Test Support Equipment

Identify test support equipment and schedule specifically required to conduct the test
program. Anticipate all test locations that will require some form of test support
equipment.

This may include test measurement and diagnostic equipment, calibration equipment,
frequency monitoring devices, software test drivers, emulators, or other test support
devices that are not included under the instrumentation requirements.

Identify special resources needed for data analysis and evaluation.



4.2.5. Threat Representation

Identify the type (actual or surrogates, jammers, opposing forces, air defense systems,
cyber), number, availability, fidelity requirements, and schedule for all representations of
the threat (to include threat targets) to be used in testing.

Include the quantities and types of units and systems required for each of the test
phases. Appropriate threat command and control elements may be required and utilized
in both live and virtual environments. The scope of the T&E event will determine final
threat inventory.

0 Threat Representation Guidance and Examples
0 Cybersecurity OT&E Guidance and Example

4.2.6. Test Targets and Expendables

Specify the type, number, availability, and schedule for all test targets (actual and
surrogates) and expendables, (e.g. targets, weapons, flares, pyrotechnics, chaff,
sonobuoys, smoke generators, countermeasures) required for each phase of testing.
Include threat targets for LFT&E lethality testing and threat munitions for vulnerability
testing.

4.2.7. Operational Force Test Support

Identify doctrinally-representative systems and trained operators necessary to execute a
test event.

For each test and evaluation phase, specify the type and timing of aircraft flying hours,
ship steaming days, and on-orbit satellite contacts/coverage, and other operational force
support required.

Include supported/supporting systems that the system under test must interoperate with
if testing a system-of-systems or family-of-systems.

Include size, location, and type unit required.

4.2.8. Models, Simulations, and Test-Beds

For each test and evaluation phase, specify the models, simulations, any hybrid tool
(e.g. simulation over live system) and simulations to be used, including computer-driven
simulation models and hardware/software-in-the-loop test beds.

Identify opportunities to simulate any of the required support.

Include the resources required to verify, validate, and accredit the models, simulations,
and hybrid tool usage.

Identify the resources required to validate and accredit their usage, responsible agency
and timeframe.



4.2.9. Joint Operational Test Environment

4.2.10.

Describe the live, virtual, or constructive components or assets necessary to create an
acceptable environment to evaluate system performance against stated joint
requirements.

Describe how both DT and OT testing will utilize these assets and components.

Describe distributed testing events. The Joint Mission Environment Test Capability
(JMETC) should be considered as a resource for distributed testing.

Special Requirements

Identify requirements and schedule for any necessary non-instrumentation capabilities
and resources such as: special data processing/data bases, unique
mapping/charting/geodesy products, extreme physical environmental conditions or
restricted/special use air / sea / landscapes.

Briefly list any items impacting the T&E strategy or government test plans that must be
put on contract or which are required by statute or regulation. These are typically
derived from the JCIDS requirement (i.e., Programmatic Environment, Safety and
Occupational Health Evaluation (PESHE) or Environment, Safety and Occupational
Health (ESOH)).

Identify frequency management and control requirements

Include key statements describing the top-level T&E activities the contractor is
responsible for and the kinds of support that must be provided to government testers.

4.3. FEDERAL, STATE, AND LOCAL REQUIREMENTS

All T&E efforts must comply with federal, state, and local environmental regulations.
Current permits and appropriate agency notifications will be maintained regarding all test
efforts.

Specify any National Environmental Policy Act documentation needed to address
specific test activities that must be completed prior to testing and include any known
issues that require mitigations to address significant environmental impacts.

Describe how environmental compliance requirements will be met.

4.4, MANPOWER / PERSONNEL AND TRAINING

Include T&E personnel numbers for the program office, lead DT&E organization, OTA,
SME analysts, and other evaluators (e.g. JITC, DISA, cybersecurity assessment teams).

Include contractor personnel and specify the kinds of support that they must provide to
government testers.

Specify manpower/personnel and training requirements and limitations that affect test
and evaluation execution.

Identify how much training will be conducted with M&S.
Identify TDY and travel costs.



4.5. TEST FUNDING SUMMARY

e Summarize cost of testing by FY separated by major events or phases and within each
Fiscal Year (FY) DT and OT dollars.

0 Test Funding Guidance and Examples

¢ When costs cannot be estimated, identify the date when the estimates will be derived.

e Funding should be aligned with the most current Congressional budget justifications,
e.g., R2s, R3s, TE-1s, etc.

Ensure that the allocated resources in Part IV is consistent with the narrative
in Part I, the schedule in Part Il, and the T&E strategy in Part Ill. This will
require iterative coordination between sub-workgroups and the T&E WIPT.




Baseline Evaluation — Guidance

Summary

The primary objective of Defense acquisition is to acquire quality products that satisfy
user needs with measurable improvements to mission capability and operational support, in a
timely manner, and at a fair and reasonable price.

One way to determine “measurable improvements” is through comparative or baseline
evaluation, which compares unit mission accomplishment when equipped with the new system to
unit mission accomplishment when equipped with the legacy system. This comparison is in
addition to assessing a new system’s achievement of its required performance characteristics.

Typically, many uncontrollable variables are present during operational testing,
especially in force-on-force exercises. Areas where commonality should be sought between
trials in order to enable valid comparisons include: the mission to be accomplished; the size,
organization, and capability of the enemy force; the terrain (or environment) where the test is
conducted; the size, organization, and capability of the Blue forces; and time available to
accomplish the mission.

Best Practices

Conduct a side-by-side operational test, as during the Stryker IOT&E, with a unit
equipped Stryker and another unit equipped with the legacy system.

In the M2A3 Bradley IOT&E, the M2A3 Bradley unit conducted operations against a
M2A1 Bradley unit for a head-to-head comparison.

In the Apache Block I11 IOT&E, mission performance of an Air Weapons Team (AWT)
with Apache Block 11 was compared to mission performance of an AWT with legacy Block 2
Apache. The operational effectiveness of improved Block 111 flight performance was decisively
demonstrated when the AWT with legacy Apache could not successfully accomplish a mission
in high, hot, windy conditions that was successfully accomplished by the Block I11 AWT with
power to spare.

The Task Force XXI Advanced Warfighting Experiment at the National Training Center
used three NTC rotations to establish a baseline for normal unit performance.

Analysis of Alternatives can be helpful in determining the factors and levels to be
examined, and also for estimating baseline force performance in field trials.

The Navy made effective use of hardware-in-the-loop (HWIL) M&S to support the
evaluation of heavyweight torpedoes. The OT objective was to assess a form-fit-functional
replacement of the weapon’s Guidance and Control section running a rehosted version of the
tactical software. The HWIL simulation allowed testers to run both the legacy and upgraded
systems through a series of identical scenarios and compare the results. A limited number of in-
water trials were conducted to validate the model and verify system suitability. This M&S



approach provided a large, well-controlled data sample to compare the performance of the two
variants in similar conditions.

Reference
Test and Evaluation Policy Revisions, DOT&E, December 22, 2007



http://www.dote.osd.mil/docs/dote-temp-guidebook/12-22-07-T&E-Policy-Revisions.pdf

CONOPS - Guidance

Guidance

To prepare an adequate Test and Evaluation Strategy, T&E practitioners must understand
how the system will be employed and the anticipated employment environment. Every system
should have a written concept of operations (CONOPS), operational mode summary (OMS) /
mission profile (MP), field manual, table of organization and equipment, tactical operations manual,
or tactics, techniques, and procedures manual. All TEMPS, to include the MS A TEMP should
reference these documents. Any aspects of the CONOPS/OMS/MP that may require significant
consideration for testing, such as specialized units, target sets, ranges, threat emulators, or long
production lead times should be highlighted. The number of system units to be employed by the user
in the context of an operational scenario (e.g., number of systems in a company), are identified to
help scope the test program’s resources. If the new system capability is intended to be applicable to a
joint force, the joint aspects of the test program should be described.

The CONOPS need not be replicated in the TEMP.
Example



CONOPS - Example

1.2.2 Concepts of Operations. The Chinook supports the Army’s requirement to be
strategically responsive across the full spectrum of operations. The Chinook enhances the
Army’s ability to support the rapid response capability necessary for forcible and early entry
contingency missions and the tactical and operational noncontiguous, simultaneous or sequential
operations, which will be characteristic of future operations. The Chinook provides a heavy lift
capability that enables the force to accomplish critical tasks across the Battle Functional Areas of
maneuver, maneuver support and maneuver sustainment by conducting air assault, air
movement, mass casualty evacuation, aerial recovery, and aerial resupply across the full
spectrum of operations. The Chinook provides the means to continue the time sensitive transport
of personnel, equipment, and supplies not available from other transportation systems. The High
Level Operational Concept graphic, OV-1, which is in Figure 1 below, depicts the Chinook
mission environment. OV-1 provides a description of the interactions between the Chinook and
its operational environment and highlights the importance and complexity of interoperability for
successful Chinook employment.

Operations: Homeland  Humanitarian Special Stability and Small Scale Major Combat
Security Assistance Operations Support Operations Contingencies Operations

..-.-.......-.-....-%-y.-....-.......-.-.....-.-........‘..‘.----’
SATCOM GPs |, Network

Services

USAF C2

+ Voice, Data, and Transponder/IFF Exchanges

/ * Communicates with All Members of Air-Ground Team
USNUSHC (LOS/NLOS/BLOS) Directly and Via Network
+ Shares COP to Meet Mission of Air-Ground Team

+ Network Services are an Objective Capability

Figure 1 - Chinook Operational Concept Graphic (OV-1)



Cybersecurity OT&E — Guidance

General Guidance

The body of the TEMP should illustrate that cybersecurity (formerly called Information
Assurance) is fully integrated into the developmental and operational test strategies. As needed,
provide details on the cybersecurity test and evaluation strategy in Appendix E.

Operational Test Agencies (OTAs) will include cyber threats among the threats to be
encountered in operational testing of DOT&E oversight systems with the same rigor as other
threats. The purpose of cybersecurity operational testing is to evaluate the ability of a unit
equipped with the system to support assigned missions in the expected operational environment.

The system is considered to encompass hardware, software, user operators, maintainers,
and the training and Tactics, Techniques, and Procedures (TTPs) used to carry out the Concept
of Operations. The operational environment includes other systems that exchange information
with the system under test; that is, the system under test is considered a system-of-systems to
include the network environment, end users, administrators, cyber defenders, and cyber threats.

In the memorandum, “Procedures for Operational Test and Evaluation of Cybersecurity
in Acquisition Programs” (1 August 2014), henceforth referred to as DOT&E 2014, DOT&E
requires a two-phase approach for operational cybersecurity testing. The first phase is called the
Cooperative Vulnerability and Penetration Assessment (CVPA). A CVPA is an overt and
cooperative examination of the system to identify all significant cyber vulnerabilities and the
level of capability required to exploit those vulnerabilities. CVPAs are conducted in the intended
operational environment with representative system operators, system/network administrators,
and local cyber defenders present to assist the test team in their evaluation. This testing may be
integrated with Developmental Test and Evaluation (DT&E) activities if: (1) the event is
conducted in a realistic operational environment, (2) the test plan is approved by DOT&E in
advance, and (3) the test data is provided to DOT&E. The OTA will include the Program Office
in CVPA activities so that the Program Office can learn about any cybersecurity vulnerabilities
and how to mitigate them prior to the second phase of operational cybersecurity testing, the
Adversarial Assessment.

The Adversarial Assessment (AA) gauges the ability of a system to support its mission(s)
while withstanding validated and representative cyber threat activity. Because time and resource
constraints prevent representing higher-level threat capabilities in an operational test, the AA
phase should use the report generated from the CVPA as input. The AA shall evaluate the ability
to protect the system/data, detect threat activity, react to threat activity, and restore mission
capability degraded or lost due to threat activity; these capabilities are collectively referred to as
PDRR - Protect, Detect, React, and Restore. The AA will also assess the effect on the system’s
missions through direct measurement or by a well-defined methodology using expert input. To
provide operational realism and comprehensive PDRR data collection, both local and non-local
(e.g., Tier 2) network defenders should participate during the AA. Systems which include
continuity of operations (COOP) in their Concept of Operations should include a COOP


http://www.dote.osd.mil/pub/policies/2014/8-1-14_Procs_for_OTE_of_Cybersec_in_Acq_Progs(7994).pdf

Cybersecurity OT&E — Guidance

demonstration as part of the Restore evaluation. The AA should be conducted in concert with
other operational testing, but might require dedicated test time or assets that do not compete for
time or resources with other operational test objectives. A CVPA and AA will normally be
required as part of any operational test or assessment that supports a fielding decision.

For information systems that manage financial/fiscal/business activities or funds, OTAS
should assess the security and resilience of mission-essential logistic and business-focused
systems. A Cyber Economic Vulnerability Assessment (CEVA) shall include the development
and execution of exploitation scenarios (Cyber Economic Threat Analysis & Cyber Economic
Scenario Testing) and a review of financial transactions for evidence of fraud (Financial
Transaction Analysis). When appropriate, the CEVA may be conducted in conjunction with the
AA. For more information about CEVA systems, see the DOT&E memorandum, “Cyber
Economic Vulnerability Assessments (CEVA)” dated January 21, 2015.

Cybersecurity Information for the Body of the TEMP

The cybersecurity OT&E strategy should be integrated into the body of the TEMP in the
following paragraphs:

. Paragraph 1.3. System Description. Describe the operational configuration and
environment in which the system will operate. Discuss the cybersecurity of the
system from an operational perspective. Specify the system users (e.g., unit), the
personnel that administer/maintain the system, the local and any non-local (e.g., Tier
2 Computer Network Defense Service Providerl) cyber defenders. Identify the known
potential cyber attack pathways. (TEMP Body Example)

. Paragraph 1.3.4. System Threat Assessment. Describe the threat environment in
which the system will operate, including potential cyber threats (e.g., nearsider),
modes of attack (e.g., malware via USB port on maintenance laptop), and objectives
(e.g., on-demand weapon failure). Reference the most recent Defense Intelligence
Agency (DIA) Computer Network Operations Capstone Threat Assessment or
component-validated threat documents for the system. (TEMP Body Example)

. Paragraph 2.5. Integrated Test Program Schedule. Show the CVPA and AA test
events on the Integrated Program Test Schedule (Figure 2.1).

. Paragraph 3.3.2. Developmental Test Events. For systems that are mature enough to
participate in a realistic network environment in an operationally-representative
configuration, programs may integrate CVPAs into the developmental phase of
testing. If so planned, identify when and where the CVVPAs will be conducted, which
OTA will conduct the CVPA, and ensure DOT&E approval of the CVPA plan.

1 The DoD has elevated many cyber defense functions from the unit level to Service and DoD Agency Computer
Network Defense Service Providers (CNDSPs, sometimes also called Cybersecurity Defense Service Providers)
supporting large geographic regions, such as Combatant Command areas of responsibility or even globally.
Every system is required by DoD policy to interoperate one of these providers unless specifically exempted. If
a system does not interoperate with a CNDSP, the TEMP should so state.

2


http://www.dote.osd.mil/docs/TempGuide3/1-21-15_CyberEconomicVulnerabilityAssessment.pdf
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Paragraph 3.5. Operational Evaluation Approach. Describe the overall strategy for
evaluation of cybersecurity in support of mission accomplishment, suitability, and
survivability. Define cybersecurity measures for Protect, Detect, React, and Restore.
(TEMP Body Examplé)

Paragraph 3.5.1 Operational Test Events and Objectives. Identify when the CVPAs,
AAs, and CEVAs (if required) will be conducted, noting that CVPAs must
necessarily (1) precede AAs,2 (2) be of sufficient duration to identify all significant
vulnerabilities and (3) provide the adversarial team with enough data to portray a
realistic threat. For each test, include a cybersecurity test architecture with test
boundary identifying which systems are to be included and excluded from each test.
If not provided elsewhere in the TEMP, define the cybersecurity critical issues and

measures. (TEMP Body Example)

Paragraph 3.5.1.1 Cooperative Vulnerability and Penetration Assessment. Define the
data collection methods, which may include automated scanning/exploitation tools,
physical inspection, document reviews, and personnel interviews. ldentify all data
and metrics to be collected, to include, at minimum, those listed in Attachments A
and B of DOT&E 2014. Specify the independent cyber team that will execute the
CVPA cyber activities for the OTA. State how far in advance the adversarial team
will be provided access to the CVPA team’s report and data. (TEMP Body Example)

Paragraph 3.5.1.2 Adversarial Assessment. Identify the NSA-certified and
USCYBERCOM-accredited team that will execute the AA cyber activities for the
OTA. Identify the team responsible for collecting, at a minimum, the Protect, Detect,
React, and Restore (PDRR) data specified in Attachment C of DOT&E 2014 from
both local and non-local (e.g., Tier 2) cyber defenders. Specify the duration of the
assessment; ideally, the engagement is long enough to represent a realistic threat (e.g.,
a so-called advanced persistent threat). Document the intelligence community-
recognized cyber threat and specify whether the mission effects of the adversarial
attack will be assessed by direct measurement of the effect on system performance
parameters (e.g., rounds per minute) or an assessment by independent subject matter
experts. Specify who will act as the local and higher-tier cyber defenders to provide
Detect and React data; the OTA may need additional data collectors to collect the
Detect and React data. If intrusion detections are not made, state that the React and
Restore data will be collected using white cards. If subject matter experts will assess
the mission effects, briefly describe their proposed methodology.

Paragraph 3.5.1.3 Cyber Economic Vulnerability Assessment. (If required) Identify
the test teams that will support the CEVA; this should include an NSA-certified and
USSCYBERCOM-accredited cyber team and an accounting firm. Name the system

Ideally, the CVPA will be far enough advance of the AA to allow the program office to mitigate any
vulnerabilities discovered in the CVVPA prior to the AA.

3
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and economic subject matter experts who will assist in the Cyber Economic Threat
Analysis and assess the mission effects of exploitation, and provide some discussion
of their qualifications for these roles. Cyber Economic Vulnerability Assessments

CEVA).

. Paragraph 3.5.1.4. Cybersecurity Test Architecture. Include a detailed diagram
indicating which of the following elements are included (inside the test boundary) or

excluded from the test: (TEMP Body Example)

- Major sub-systems (e.g., guidance and communication)

- All connections between the subsystems including their protocols (e.g., target
identification receives input from both Link 16 and the fire control radar via a
1553 data bus)

- All external connections, direct (e.g., CENTCOM via NIPRNet, SIPRNet, or
JWICS) or indirect (e.g., maintenance laptop, Mission Planning System data
transfer devices)

- All physical access points (e.g., operator consoles) and removable media ports
(e.g., USB ports, CD/DVD drives)

. All other systems to which the system will connect (e.g., SATCOM) (TEMP Body
. Paragraph 3.5.2.1. Cybersecurity Critical Issues. Identify the critical issues affected

by cybersecurity and describe the cybersecurity evaluation criteria for each test.
(TEMP Body Example)

. Paragraph 3.5.4 Test Limitations. Identify any restrictions that may affect the efficacy
or realism of the planned CVPA, AA, or CEVA (e.g., adversarial team not allowed to
alter data on the system) and any associated mitigations (e.g., white cards, validated

laboratory environment). (TEMP Body Example)

. Paragraph 4.2.5 Resources for Cybersecurity Threat. For each CVPA, AA, and
CEVA (if required), specify the allocation of operational and cyber defense resources
for the system. Outline the funding requirements for operational cybersecurity testing
and test team manpower requirements. Identify any external organizations (and
associated resources) required to participate in testing. Also specify resources for
developing cyber exploitation tools or techniques that the CVPA and AA cyber teams
do not already possess (e.g., developing malicious software images for embedded
systems). (TEMP Body Examplg)

Cybersecurity OT&E Information for Appendix E

Details about the cybersecurity OT&E strategy should be included in Appendix E if not
already stated in the body of the TEMP. If cybersecurity is completely described in the body of
the TEMP, a cybersecurity appendix is not required.


http://www.dote.osd.mil/docs/TempGuide3/1-21-15_CyberEconomicVulnerabilityAssessment.pdf
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Examples
TEMP Main Body Example for Tactical Ground Vehicle System

Appendix E Example for Shipboard System

Appendix E Example for Command and Control System

Appendix E Example for Tactical Aircraft System

References

Procedures for Operational Test and Evaluation of Cybersecurity in Acquisition
Programs, DOT&E, 1 August 2014

Cyber Economic Vulnerability Assessments (CEVA), DOT&E, 21 January 2015
Cybersecurity Test and Evaluation Guidebook, DoD, 1 July 2015



http://www.dote.osd.mil/docs/TempGuide3/Cybersecurity_TE_Guidebook_July1_2015_v1_0.pdf
http://www.dote.osd.mil/docs/TempGuide3/1-21-15_CyberEconomicVulnerabilityAssessment.pdf
http://www.dote.osd.mil/pub/policies/2014/8-1-14_Procs_for_OTE_of_Cybersec_in_Acq_Progs(7994).pdf

Cybersecurity — TEMP Body Example

1.3. System Description

(...) A unit equipped with TGV'S performs armed reconnaissance missions and provides
operators with sensors and weapons to observe and engage enemies. TGVS uses the Single
Channel Ground and Airborne Radio System (SINCGARS) and Force XXI Battle Command
Brigade and Below (FBCB2) systems to communicate digitally with other TGVSs and tactical
vehicles on the battlefield.

The TGVS comprises the ground vehicle with its integrated sensors, weapons, computers,
displays, controls, external data links, and other networked devices hosted on board the vehicle.
Systems that connect with the TGVS vehicle include the maintenance support device and the
remote computer display unit. Communications include IP and Controller Area Network (CAN)
data bus traffic. External data sources including NIPRNet provide data used by the maintenance
components of TGVS. Units equipped with the TGVS perform cyber defense functions
interoperating with the U.S. Army Cyber Command (ARCYBER) Regional Cyber Centers
(RCCs).

1.3.4. System Threats (...) A full range of cyber adversaries with nascent, limited, moderate, and
advanced capabilities will target the Tactical Ground Vehicle System (TGVS). Adversaries will
attempt to compromise the system; exfiltrate, infiltrate, or corrupt data; disrupt system
operations; and, if possible, physically destroy equipment. Additional information on cyber
threats to the TGVS is provided in the TGVS System Threat Assessment Report (STAR) and the
Computer Network Operations Capstone Threat Assessment (10 Capstone, Volume 10)
(CORRECTED), 2" Edition, May 2013, DIA-08-1209-908.A. (...)

3.5. Operational Evaluation Approach

(...) The OTA will use the results of TGVS cybersecurity testing, in part, to determine its
operational effectiveness, suitability, and survivability. These evaluations should take into
account the results of any bench testing.

3.5.1. Cybersecurity Operational Test Events and Objectives. The Operational Test Agency
(OTA) will perform cybersecurity testing as part of OT&E for the Tactical Ground Vehicle
System (TGVS) in accordance with 1 Aug 2014 DOT&E guidance. Prior to these tests, TGVS
will have a signed Authority to Operate. The overall schedule of cybersecurity testing events is
shown in Figure 3-1. <If the CVPA and AA scheduling is not already denoted in the integrated
test schedule in the body of the TEMP >
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Figure 3-1. TGVS Cybersecurity Test Schedule

3.5.1.1. Cooperative Vulnerability and Penetration Assessment (CVPA). The OTA will
employ the Army Research Laboratory Survivability/Lethality Analysis Directorate
(ARL/SLAD) to perform Cooperative Vulnerability and Penetration Assessments (CVPAS)
during both the LUT and the IOT&E prior to Adversarial Assessments. ARL/SLAD will
perform the CVPAs on an operationally representative TGVS, including the use of local
cybersecurity defenders such as system operators, maintainers, and system administrators to
support data collection (e.g., through interviews), while the TGVS is in the motor pool with all
systems present and powered. ARL/SLAD will execute vulnerability and penetration testing
using their accredited tools and processes, which include automated scans and manual
inspection. The TGVS will have all external interfaces active, and ARL/SLAD will conduct
assessment activities from the insider, outsider, and nearsider postures; the proposed test
boundary is shown in Figure 3-2. ARL/SLAD will collect and report, at a minimum, the data in
Attachments A and B of DOT&E guidance. ARL/SLAD will provide a full report and all data to
DOT&E within 45 days of the assessment. Resources required for this test can be found in Table
4-1. The OTA will submit the CVPA test plan to DOT&E for approval 90 days prior to
execution.

3.5.1.2. Adversarial Assessment (AA). The OTA will conduct Adversarial Assessments (AAS)
during both the LUT and the IOT&E using the Army Threat Systems Management Office
(TSMO) to portray the cyber threat. TSMO is an NSA-certified, USCYBERCOM-accredited
cyber threat team. TSMO will execute the AAs using their accredited tools and processes to
portray a representative cyber threat (insider, nearsider, and outsider) in accordance with the
TGVS STAR, the DIA Computer Network Operations Capstone Threat Assessment, and the
TGVS Computer Network Operations (CNO) Annex to the Threat Test Support Package. The
OTA will conduct the assessment in the context of TGVS mission operations, with representative
data sources, network traffic, and external interface connectivity; the proposed test boundary is
shown in Figure 3-2. The assessment will include operationally representative network defense,
including local operator, maintainer and administrator defense functions and will measure the
detect and react abilities of a unit equipped with the TGVS and interoperating with the Tier 2
CNDSP, the ARCYBER 2" RCC.

During the Adversarial Assessment the OTA will collect and report, at a minimum, the
data in Attachment C of the DOT&E guidance, which requires cyber-trained protect, detect,
react, and restore (PDRR) data collectors located in both the local and Tier 2 network defense
locations. Where allowed by crew safety or equipment damage concerns, the OTA will directly

2



Cybersecurity — TEMP Main Body Example

measure mission effects; otherwise, the OTA will evaluate mission effects using independent
subject matter experts and the details of the attacks performed during the Adversarial
Assessment. These subject matter experts will consider the effect of the attacks and any
demonstrated cyber defender responses on the execution of mission threads and associated
system performance parameters.

In the event that the network defenders do not detect malicious network activity, the OTA
will inject one or more detection scenarios (white cards) in order to evaluate the reaction and
response chain of events.

The OTA will submit the Adversarial Assessment plan for DOT&E approval 90 days
prior to execution, and provide a report from the cyber test team along with the data collected in
accordance with Attachment C of DOT&E Guidance within 45 days of the end of the
assessment.

3.5.1.3. Cybersecurity Test Architecture. The architecture, proposed test boundary for the
CVPA and AA, and external interfaces of the TGVS are shown in Figure 3-2.

TGVS Test Architecture
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Figure 3-2. TGVS Test Architecture
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In typical operations, cyber defense for the TGVS is provided locally (Tier 3) by the
system operators, maintainers, and system administrators, including a contingent of sustainment
support from the development contractor. The Tier 2 Computer Network Defense Service
Provider (CNDSP)! for the TGVS is the U. S. Army Cyber Command (ARCYBER) Regional

Cyber Center (RCC). (...)

3.5.2.1. Cybersecurity Critical Operational Issue. The OTA will assess cybersecurity under
Critical Operational Issue X using the following evaluation criteria:

Table 3-1: TGVS Cybersecurity Critical Operational Issue Evaluation Criteria

Criterion Standard Minimum Data
Required
CyberX.1: Ability to Protect | Do the Vulnerabilities and Exploitations | DOT&E 2014

Information and
Information Systems

discovered during cybersecurity testing
of the system put the unit’s ability to
conduct missions at risk?

Attachments A, B,
C

CyberX.2: Ability to Detect | Are the accuracy of detections by the DOT&E 2014
Cyber Threat Activity and TGVS-equipped unit and their defenders | Attachments A and
Malfunctions during cybersecurity testing sufficientto | C

identify cyber threat activity or

malfunctions that put the unit’s ability

conduct missions at risk?
CyberX.3: Ability to React | Are the mitigation actions provided by DOT&E 2014
to Cyber Threat Activity the TGV S-equipped unit and their Attachment C
and Malfunctions defenders during cybersecurity testing

sufficient to ensure the unit’s ability to

conduct missions following cyber threat

activity or malfunctions?
CyberX.4: Ability to Restore | Has the TGVS-equipped unit and their DOT&E 2014
System after Cyber Threat | defenders demonstrated the ability to Attachments A and
Activity or Malfunction restore normal system operation and C

conduct missions following cyber threat

activity or malfunctions?
CyberX.5: Ability to Can a TGVS-equipped unit conduct their | DOT&E 2014
Conduct Missions missions in the presence of malicious Attachment C

cyber threat activity or when

encountering malfunctions?
CyberX.6: Ability to Can the TGVS-equipped unit perform its | DOT&E 2014

Perform Reliably and Be

mission reliably and perform

Attachments A, B,

1 Sometimes called Cybersecurity Defense Service Provider (CDSP)
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Maintained while also being | maintenance in the operational context and C

Secure from Cyber Threat with a degraded cyberspace

Activity environment?

CyberX.6: Ability to In the presence of malicious cyber | DOT&E 2014
Preserve System Physical activity or following a malfunction, is | Attachments B and
Integrity and the Safety of the TGVS able to preserve its own|C

Operators from Cyber physical integrity and the physical safety

Threat Activity and of its operators?

Malfunctions

3.5.4. Test Limitations. (...) Because the unit equipped with the system normally operates in a
team with other identically-equipped units that are not resourced for the AA, the scope of
mission threads the operators will execute for supporting mission effects data collection may be
reduced. Also, TSMO will not knowingly launch cyber attacks that could affect control of the
vehicle while it is in motion.

If equipment damage concerns preclude the evaluation of any systems connected to the
CAN bus, independent laboratory testing of these systems will be performed. This data will be
included in the CVPA report and cyber exploitations based on the findings will be white-carded
in the AA. (...)

4.2.5. Threat Representation. (...) Resources required for TGVS cybersecurity testing are
found in Table 4-1. The figures for the Army Research Lab include funds for developing
advanced cyber exploits against the system, e.g. for the subsystems on the CAN bus. (...)

Table 4-1. TGVS Cybersecurity Test Resources

SUPPORTING UNITS FY16 FY17 FY18
ARL/SLAD CVPA Team $x1
TSMO AA Team $x2
ARL/SLAD AA PDRR Data Collection $x3
OTA Cybersecurity Testing Support $x4 $x5
Instrumentation $x6
Army Research Lab Testing Support $x7 $x8
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<The following information is provided in Appendix E only if not already included in the
body of the TEMP. The cybersecurity information need not be duplicated in both places.>

The Operational Test Agency (OTA) will perform cybersecurity testing as part of OT&E
for the Warfighter Command and Control System (WC2S) in accordance with 1 Aug 2014
DOT&E guidance. Prior to these tests, WC2S system will have a signed Authority to Operate.

E.1. System Description A unit equipped with WC2S is able to communicate between the Joint
Warfighting Command and deployed Joint Warfighting Units. WC2S allows commanders at the
Joint Warfighting Command to receive and synthesize intelligence from unclassified and
classified sources, and to issue orders in those domains. WC2S also hosts database services at all
classification levels. Units equipped with WC2S perform cyber defense functions interoperating
with the Defense Information Systems Agency (DISA) Global Support Center — North America
(GNSC-NA) for unclassified and secret networks and the Defense Intelligence Agency (DIA)
Regional Support Center (RSC) for the JWICS network.

E.2. System Threats A full range of cyber adversaries with nascent, limited, moderate, and
advanced capabilities will target WC2S. Adversaries will attempt to compromise the system;
exfiltrate, infiltrate, or corrupt data; disrupt system operations; and, if possible, physically
destroy equipment. Additional cyber threat information for the WC2S is provided in the System
Threat Assessment Report (STAR) and the Computer Network Operations Capstone Threat
Assessment (10 Capstone, Volume 10) (CORRECTED), 2" Edition, May 2013, DIA-08-1209-
908.A.

E.3. WC2S Architecture and Test Boundary

WC2S comprises servers hosted at the Joint Warfighting Command Headquarters with
unclassified, secret, and TS/SCI enclaves (see Figure E-1). In all three enclaves, there are
database servers, and infrastructure and customer-facing services. On the unclassified enclave,
WC2S receives and delivers data via NIPRNet, including web applications, and physical media
devices. The unclassified enclave transfers information to the secret enclave via an approved
cross-domain solution and connects via Ethernet (RJ-45) to the legacy system that WC2S is
replacing.

In addition to the unclassified data that arrives via the cross-domain solution, the WC2S
secret enclave receives data via the SIPRNet and physical media devices. WCS2 has a web-
based interface for SIPRNet users, similar to the NIPRNet version, to allow those users to query
the secret database. The TS/SCI database consists of the data transferred from the secret and
unclassified enclaves via the attached cross-domain solution and JWICS data. JWICS users can
use a virtual private network (VPN) to connect and query the WC2S database.
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Finally, commanders can push appropriately-tagged intelligence products and tactical
messages from the TS/SCI and secret enclaves down to the lower-classification enclaves via the
cross-domain solutions.

The architecture, proposed test boundary for the CVPA and AA, and external interfaces
of the WC2S are shown in Figure E-1.

WC2S System Test Architecture
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Figure E-1. WC2S System Test Architecture

In typical operations, cyber defense for the WC2S is provided locally (Tier 3) by the system
operators and system administrators, including a contingent of sustainment support from the
development contractor. The Tier 2 Computer Network Defense Service Provider (CNDSP)! for
the unclassified and secret portions is the Defense Information Systems Agency (DISA) Global
Support Center — North America (GNSC-NA) in Columbus, Ohio. The JWICS Tier 2 CNDSP is
the Defense Intelligence Agency (DIA) Regional Support Center (RSC). See Table E-1 for each
organizations cyber defense and test responsibilities.

1 Sometimes called Cybersecurity Defense Service Provider (CDSP)
2
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Table E-1. WC2S Cyber Defenders’ Roles and Responsibilities

‘ Cyber Defense Responsibility

Cyber Tier

Local
Subscribers
and
Defenders
(Tier 3)

Commander WC2S
Operations Center
(Network AO/Owner)

Ensure that the network is
maintained and available to
support operations.

Test Responsibility
The Network AO/Owner is
responsible for identifying
personnel for testing support
under their control (example,
Network or System
Administrators) and ensuring
the personnel availability for
supporting the test efforts. The
roles can be combined if the
Network AO/Owner is the same
as the Facility Owner/Ops or
System Program
Manager/Owner.

Commander WC2S
Operations Center
Facility Owner/Ops

Establishes physical security for
networks operating within the
facility.

The Facility Owner/Ops is
responsible for identifying
personnel for testing support
under their control (example,
Network or System
Administrators) and ensuring
the personnel availability for
supporting the test efforts. The
roles can be combined if the
Facility Owner/Ops is the same
as the Network AO/Owner or
System Program
Manager/Owner.

WC2S Program
Office (System
Program
Manager/Owner)

Designs and implements the
system with cyber security as a
priority. Creates patches to
identified vulnerabilities in a
timely manner. Identifies and
publishes mitigation techniques
to known vulnerabilities until
patches are implemented.

The System Program
Manager/Owner is responsible
for identifying personnel for
testing support under their
control (example, Network or
System Administrators) and
ensuring the personnel
availability for supporting the
test efforts. The roles can be
combined if the System
Program Manager/Owner is the
same as the Facility Owner/Ops
or Network AO/Owner.

Vandenberg Base
Network
Administrator
(Network
Administrator)

Ensures that the Network is
patched and only accessed by
authorized users. Implements
actions to mitigate known
vulnerabilities. Configures Host
Based Security Systems.
Monitors the system for
unauthorized and malicious
activity. Reports anomalies to
the Information Assurance
Manager.

Responsible for providing
network assistance and
troubleshooting to the Red
team for access needed to
execute the events. This will
include assisting with
placement of remote access
devices or virtual machines
employed on the network
infrastructure.

WC2S Local System
Administrator

Ensures that the system is
patched and only accessed by
authorized users. Implements

Responsible for providing
system level assistance and
troubleshooting to the Red

3
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\ Cyber Defense Responsibility

Cyber Tier

(System
Administrator)

actions to mitigate known
vulnerabilities. Monitors the
system for unauthorized and
malicious activity. Reports
anomalies to the Network
Administrator or the Information

Assurance Manager.

Test Responsibility
team for access needed to
execute the events. This will
include assisting with
troubleshooting issues with the
system, passwords, or access
management.

Vandenberg Air
Force Base IAM
(Information
Assurance Manager)

Ensures that information
systems are compliant with the
Information Assurance
Vulnerability Management
Program and all applicable
Security Technical
Implementation Guides. Ensure
security incidents are reported
and corrective action taken. The
IAM operates the Tier 3 Help
Desk.

Trusted Agent responsible for
assisting with deconfliction of
events if needed and assist in
ensuring that the test is
executed in a secure posture.
Assist in data collection and
providing information needed
for the report from this Tier
Level and participating in any
post-test events as needed.

Unclassified
&

DISA Global Support
Center

Certified and accredited by US
Cyber Command. Provides
component attack detection,
malware protection, situational
awareness, and incident

Trusted Agent responsible for
assisting with deconfliction of
events if needed and assist in

Defense Information
Network Joint
Operations Center

Component. Coordinates with
law enforcement and counter-
intelligence operations.

SIPRNET (Cyber Network . -
Tier 2 Defense Service response and gnalyses. The Qata coII_ec'uon or providing
. CNDSP coordinates the information needed for the
Provider) . .
reporting flow between Tier 1 report.
and Tier 3 and operates Tier 2
Help Desk.
DIA RSC
:]I'\i/\e/:%S g:e);te)ﬁ;ggz\r/\?irge As directly above. As directly above.
Provider)
Trusted Agent responsible for
assisting with deconfliction of
Joint Force Centrally coordinates and directs | events if needed and assist in
Headquarters — cyber network defense that ensuring that the test is
Tier 1 Department of affect more than on DoD executed in a secure posture.

Assist in data collection and
providing information needed
for the report from this Tier
Level and participating in any
post-test events as needed.

E.4. Cooperative Vulnerability and Penetration Assessment (CVPA) The OTA will employ
the Army Research Laboratory Survivability Lethality Analysis Directorate (ARL/SLAD) to
perform the Cooperative Vulnerability and Penetration Assessment (CVPA) during the OA.
ARL/SLAD will perform the CVPA on the operationally representative WC2S, including the use

4
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of local cybersecurity defenders such as system operators and system administrators to support
data collection (e.g., through interviews). ARL/SLAD will use accredited tools and processes,
which include automated scans and manual inspection and will execute their activities from the
insider, nearsider, and outsider postures. All external interfaces to the WC2S will be active and
accessible; the proposed test boundary is shown in Figure E-1. ARL/SLAD will collect, at a
minimum, the data in Attachments A and B of DOT&E guidance. ARL/SLAD will provide a full
report and all data will be provided to DOT&E within 45 days of the assessment. Resources
required for this test can be found in Table E-2. The OTA will submit the CVPA test plan to
DOT&E for approval 90 days prior to execution.

E.5. Adversarial Assessment (AA) The OTA will conduct an Adversarial Assessment (AA)
during the IOT&E using the Army Threat Systems Management Office (TSMO) to portray the
cyber threat. TSMO is an NSA-certified, USCYBERCOM-accredited cyber threat team. TSMO
will execute the AA using their accredited tools and processes and portray a representative cyber
threat (insider, nearsider, and outsider) in accordance with the WC2S STAR, the DIA Computer
Network Operations Capstone Threat Assessment, and the W2CS Computer Network Operations
(CNO) Annex to the Threat Test Support Package. TSMO will obtain any and all special
authorizations from DIA needed to operate on JWICS. The OTA will conduct the assessment in
the context of WC2S mission operations, with representative data sources, network traffic, and
external interface connectivity; the proposed test boundary is shown in Figure E-1. The
assessment will include operationally representative network defense, including local user and
administrator functions and will measure the detect and react abilities of a unit equipped with the
WC2S and interoperating with the Tier 2 CNDSPs, the DISA GNSC-NA and DIA RSC.

Because of the complexity of the system and the extent of the cyber defense capabilities to be
exercised, an extended assessment period is planned (see schedule below.)

During the Adversarial Assessment, the OTA will collect and report, at a minimum, the
data in Attachment C of the DOT&E guidance, which requires cyber-trained protect, detect,
react, and restore (PDRR) data collectors located in both the local and Tier 2 network defense
locations. Direct measurement of mission effects will be made; however, if such a demonstration
would interfere with real world operations, the OTA will evaluate mission effects using
independent subject matter experts and the details of the attacks performed during the
Adversarial Assessment. These subject matter experts will consider the effect of the attacks and
any demonstrated cyber defender responses on the execution of mission threads and associated
system performance parameters.

In the event that the network defenders do not detect malicious network activity, the OTA
will inject one or more detection scenarios (white cards) in order to evaluate the reaction and
response chain of events.

The OTA will submit the Adversarial Assessment plan for DOT&E approval 90 days
prior to execution, and provide a report from the cyber test team along with the data collected in
accordance with Attachment C of DOT&E Guidance within 45 days after the assessment.
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E.6 Test Limitations

To avoid interfering with real-world operations, system operators will execute mission threads
using simulation data sources to support mission effects data collection during the AA.

E.7 Schedule <If the CVPA and AA schedules are not already denoted in the integrated test
schedule in the body of the TEMP, they should be included in the Appendix. Multiple CVPA and
AA events may be required to support milestone/production decisions.>

1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q 1Q 2Q 3Q 4Q
OUE IOT&E

VAl ¢ = X om s
Figure E-2. WC2S Cybersecurity Test Schedule

E.8 Resources Resources required for WC2S cybersecurity testing are found in Table E-2. The
figures for ARL include funds for developing advanced cyber exploits against the system; e.g.,
for bridging air-gaps.

Table E-2. WC2S Cybersecurity Test Resources

SUPPORTING UNITS FY16 FY17 FY18
ARL/SLAD CVPA Team $x1
TSMO AA Team $x2
ARL/SLAD AA PDRR Data Collection $x3
OTA Cybersecurity Testing Support x4 $x5
Simulation & Instrumentation $x6
Army Research Lab Testing Support X7 $x8

E.9 Evaluation Structure The OTA will use the results of WC2S cybersecurity testing, in part,
to determine its operational effectiveness, suitability, and survivability. These evaluations
should take into account the results of any bench testing. The OTA will assess cybersecurity
under Critical Operational Issue X using the following evaluation criteria:

Table E-3: WC2S Cybersecurity Critical Operational Issue Evaluation Criteria

Criterion Standard Minimum Data
Required
CyberX.1: Ability to Do the Vulnerabilities and DOT&E 2014
Protect Information and Exploitations discovered during Attachments A, B, C
Information Systems cybersecurity testing of the system put
the unit’s ability to conduct missions at
risk?
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CyberX.2: Ability to Detect | Are the accuracy of detections by the DOT&E 2014
Cyber Threat Activity and | WC2S-equipped unit and their Attachments A and
Malfunctions defenders during cybersecurity testing | C

sufficient to identify cyber threat

activity or malfunctions that put the

unit’s ability to conduct missions at

risk?
CyberX.3: Ability to React | Are the mitigation actions provided by | DOT&E 2014
to Cyber Threat Activity the WC2S-equipped unit and their Attachment C
and Malfunctions defenders during cybersecurity testing

sufficient to ensure the unit’s ability to

conduct missions following cyber

threat activity or malfunctions?
CyberX.4: Ability to Has the WC2S-equipped unit and their | DOT&E 2014
Restore System after Cyber | defenders demonstrated the ability to Attachments A and
Threat Activity or restore normal system operation and C
Malfunction conduct missions following cyber

threat activity or malfunctions?
CyberX.5: Ability to Can a WC2S-equipped unit conduct DOT&E 2014
Conduct Missions their missions in the presence of Attachment C

malicious cyber threat activity or when

encountering malfunctions?
CyberX.6: Ability to Can the WC2S-equipped unit perform | DOT&E 2014

Perform Reliably and Be
Maintained while also being
Secure from Cyber Threat
Activity

its mission reliably and perform
maintenance in the operational context
with a degraded cyberspace
environment?

Attachments A, B,
and C

CyberX.7: Ability to
Preserve System Physical
Integrity and the Safety of
Operators from Cyber
Threat Activity and
Malfunctions

In the presence of malicious cyber
activity or following a malfunction, is
the WC2S able to preserve its own
physical integrity and the physical
safety of its operators?

DOT&E 2014
Attachments B and
C
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<The following information is provided in Appendix E only if not already included in the
body of the TEMP. The cybersecurity information need not be duplicated in both places.>

The Operational Test Agency (OTA) will perform cybersecurity testing as part of OT&E
for the Shipboard Integrated Mission System (SIMS) in accordance with 1 Aug 2014 DOT&E
guidance. Prior to these tests, SIMS will have a signed Authority to Operate.

E.1. System Description A unit equipped with SIMS is able to employ multiple systems from
integrated control operator consoles. SIMS consoles have access to both NIPRNet and SIPRNet.
The consoles provide a human interface to sensors, weapons, and systems required to safely
operate the ship, including network accessible Programmable Logic Controllers (PLCs) and
other industrial controls systems for propulsion and electrical distribution. Units equipped with
SIMS perform cyber defense functions interoperating with the Navy Cyber Defense Operations
Command (NCDOC) for both unclassified and secret networks.

E.2. System Threats A full range of cyber adversaries with nascent, limited, moderate, and
advanced capabilities will target the SIMS. Adversaries will attempt to compromise the system;
exfiltrate, infiltrate, or corrupt data; disrupt system operations; and, if possible, physically
destroy equipment. Additional cyber threat information on the SIMS is provided in the SIMS
System Threat Assessment Report (STAR) and the Computer Network Operations Capstone
Threat Assessment (10 Capstone, Volume 10) (CORRECTED), 2™ Edition, May 2013, DIA-08-
1209-908.A.

E.3. SIMS Architecture and Test Boundary

SIMS comprises servers, computers / consoles, and other networked devices hosted aboard a
ship with unclassified and secret enclaves (see Figure E-1). In both enclaves, there are servers
for databases, SIMS services, and SIMS operator-facing control consoles. The unclassified
SIMS enclave includes connectivity to NIPRNet, various sensors, systems, and physical media
devices, and provides data transfer capability via SIMS consoles. The unclassified enclave also
has connectivity to the secret enclave via an approved cross-domain solution.

In addition to the unclassified data that arrives via the cross-domain solution, the secret
enclave receives data via the SIPRNet, connected sensors and systems, and physical media
devices. Like the unclassified version, the secret enclave has consoles to enable secret
processing and telecommunication.

The architecture, proposed test boundary for the CVPA and AA, and external interfaces
of the SIMS are shown in Figure E-1.

In typical operations, cyber defense for the SIMS is provided locally (Tier 3) by the
system operators and system administrators, including a contingent of sustainment support from
the development contractor. The Navy Cyber Defense Operations Command (NCDOC) in
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Norfolk, Virginia is the Tier 2 Computer Network Defense Service Provider (CNDSP)! for both
the unclassified and secret networks.

SIMS Test Architecture
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Figure E-1. SIMS Test Architecture

E.4. Cooperative Vulnerability and Penetration Assessment (CVPA). The OTA will employ
a combined Navy Information Operations Command (N1OC) and Commander Operational Test
and Evaluation Force (COMOPTEVFOR) cyber team to perform the Cooperative Vulnerability
and Penetration Assessment (CVPA) during the OA. NIOC/COMOPTEVFOR will perform the
CVPA on an operationally representative SIMS, including local cybersecurity defenders such as
system operators and system administrators to support data collection (e.g., through interviews),
while the ship is in port during a pre-deployment time period when all ship systems will be
present and powered. NIOC/COMOPTEVFOR will execute vulnerability and penetration
testing using their accredited tools and processes, which include automated scans and manual
inspection. The SIMS will have all external interfaces active, and NIOC/COMOPTEVFOR will
conduct assessment activities from the insider, outsider, and nearsider postures; the proposed test
boundary is shown in Figure E-1. NIOC/COMOPTEVFOR will collect, at a minimum, the data
in Attachments A and B of DOT&E guidance. NOIC/COMOPTEVFOR will provide a full

1 Sometimes called Cybersecurity Defense Service Provider (CDSP)
2
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report and all data to DOT&E within 45 days of the assessment. Resources required for this test
can be found in Table E-1. The OTA will submit the CVPA test plan to DOT&E for approval 90
days prior to execution.

E.5. Adversarial Assessment (AA). The OTA will conduct an Adversarial Assessment (AA)
during the IOT&E using a combined NIOC/COMOPTEVFOR cyber team led by NIOC, who
will portray the cyber threat. NIOC is an NSA-certified, USCYBERCOM-accredited cyber
threat team. NIOC/COMOPTEVFOR will execute the AA using their accredited tools and
processes and portray a cyber threat (insider, nearsider, and outsider) in accordance with the
STAR and the DIA Computer Network Operations Capstone Threat Assessment. The OTA will
conduct the assessment in the context of SIMS mission operations, with representative data
sources, network traffic, and external interface connectivity; the proposed test boundary is shown
in Figure E-1. The assessment will include operationally representative network defense,
including the local user and administrator functions, and will measure the detect and react
abilities of a unit equipped with the SIMS and interoperating with the Tier 2 CNDSP, NCDOC.
Because of the complexity of the system and the extent of the cyber defense capabilities to be
exercised, an extended assessment period is planned (see schedule below.)

During the Adversarial Assessment, the OTA will collect and report, at a minimum, the
data in Attachment C of the DOT&E guidance, which requires cyber-trained protect, detect,
react, and restore (PDRR) data collectors located in both the local and Tier 2 network defense
locations. Where allowed by crew safety or equipment damage concerns, the OTA will directly
measure mission effects; otherwise, the OTA will evaluate mission effects using independent
subject matter experts and the details of the attacks performed during the Adversarial
Assessment. These subject matter experts will consider the effect of the attacks and any
demonstrated cyber defender responses on the execution of mission threads and associated
system performance parameters.

In the event that the network defenders do not detect malicious network activity, the OTA
will inject one or more detection scenarios (white cards) in order to evaluate the reaction and
response chain of events.

The OTA will submit the Adversarial Assessment plan for DOT&E approval 90 days
prior to execution, and provide a report from the cyber test team along with the data collected in
accordance with Attachment C of DOT&E Guidance within 45 days after the assessment.

E.6 Test Limitations

Both the CVPA and AA will be conducted in-port, as the testing will necessarily
decertify the platform. Ship’s crew will be executing mission threads using simulation data
sources to support mission effects data collection during the AA.

If crew safety or equipment damage concerns preclude the evaluation of any systems
(e.g., industrial control systems such as PLCs) while onboard the ship, independent laboratory
testing of these systems will be performed. This data will be included in the CVPA report and
cyber exploitations based on the findings will be white-carded in the AA.
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E.7 Schedule <If the CVPA and AA schedules are not already denoted in the integrated test
schedule in the body of the TEMP, they should be included in the Appendix. Multiple CVPA and
AA events may be required to support milestone/production decisions.>
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Figure E-2. Cybersecurity Test Schedule

E.8 Resources Resources required for SIMS cybersecurity testing are found in Table E-1. The
figures for the NIOC/COMOPTEVFOR CVPA Team and the Naval Research Laboratory
include funds for developing advanced cyber exploits against the system, e.g. for PLCs.

Table E-1. SIMS Cybersecurity Test Resources

SUPPORTING UNITS FY16 FY17 FY18
NIOC/COMOPTEVFOR CVPA Team $x1
NIOC/COMOPTEVFOR AA Team $x2
OTA AA PDRR Data Collection $x3
OTA Cybersecurity Testing Support $x4 $x5
Simulation & Instrumentation $x6
Naval Research Lab Testing Support $x7 $x8

E.9 Evaluation Structure. The OTA will use the results of SIMS cybersecurity testing, in part,
to determine its operational effectiveness, suitability, and survivability. These evaluations
should take into account the results of any bench testing. The OTA will assess cybersecurity
under Critical Operational Issue X using the following measures:

Table E-2: SIMS Cybersecurity Critical Operational Issue Evaluation Criteria

Criterion Standard Minimum Data Required
CyberX.1: Ability to Protect | Do the Vulnerabilities and DOT&E 2014 Attachments A,
Information and Exploitations discovered B, C
Information Systems during cybersecurity testing of

the system put the unit’s
ability to conduct missions at
risk?

CyberX.2: Ability to Detect | Are the accuracy of detections | DOT&E 2014 Attachments A
Cyber Threat Activity and by the SIMS-equipped unit and C

Malfunctions and their defenders during
cybersecurity testing sufficient
to identify cyber threat activity

4
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or malfunctions that put the
unit’s ability to conduct
missions at risk?

CyberX.3: Ability to React
to Cyber Threat Activity
and Malfunctions

Are the mitigation actions
provided by the SIMS-
equipped unit and their
defenders during cybersecurity
testing sufficient to ensure the
unit’s ability to conduct
missions following cyber
threat activity or
malfunctions?

DOT&E 2014 Attachment C

CyberX.4: Ability to Restore
System after Cyber Threat
Activity or Malfunction

Has the SIMS-equipped unit
and their defenders
demonstrated the ability to
restore normal system
operation and conduct
missions following cyber
threat activity or
malfunctions?

DOT&E 2014 Attachments A
and C

CyberX.5: Ability to
Conduct Missions

Can a SIMS-equipped unit
conduct their missions in the
presence of malicious cyber
threat activity or when
encountering malfunctions?

DOT&E 2014 Attachment C

CyberX.6: Ability to
Perform Reliably and Be
Maintained while also being
Secure from Cyber Threat
Activity

Can the SIMS-equipped unit
perform its mission reliably
and perform maintenance in
the operational context with a
degraded cyberspace
environment?

DOT&E 2014 Attachments A,
B,and C

CyberX.7: Ability to
Preserve System Physical
Integrity and the Safety of
Operators from Cyber
Threat Activity and
Malfunctions

In the presence of malicious
cyber activity or following a
malfunction, is the SIMS able
to preserve its own physical
integrity and the physical
safety of its operators?

DOT&E 2014 Attachments B
and C
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<The following information is provided in Appendix E only if not already included in the
body of the TEMP. The cybersecurity information need not be duplicated in both places.>

The Operational Test Agency (OTA) will perform cybersecurity testing as part of OT&E
for the Tactical Air Vehicle System (TAVS) in accordance with 1 Aug 2014 DOT&E guidance.
Prior to these tests, TAVS will have a signed Authority to Operate.

E.1. System Description A unit equipped with TAVS performs armed reconnaissance missions
and provides operators with multiple sensors and weapons to observe and engage various
enemies. In-flight digital communications are performed using multiple external data links,
which are detailed below. Units equipped with the TAVS perform cyber defense functions
interoperating with the 24™ Air Force.

E.2. System Threats A full range of cyber adversaries with nascent, limited, moderate, and
advanced capabilities will target the TAVS. Adversaries will attempt to compromise the system;
exfiltrate, infiltrate, or corrupt data; disrupt system operations; and, if possible, physically
destroy equipment. Additional information on cyber threats to the TAVS is provided in the
TAVS System Threat Assessment Report (STAR) and the Computer Network Operations
Capstone Threat Assessment (10 Capstone, Volume 10) (CORRECTED), 2" Edition, May
2013, DIA-08-1209-908.A.

E.3. TAVS Architecture and Test Boundary

TAVS comprises the air vehicle with its integrated sensors, weapons, propulsion systems,
computers, various displays, controls, external data links (RF, SATCOM), and other networked
devices hosted on-board the air vehicle (see Figure E-1). Systems that connect with the TAVS
include mission planning and maintenance systems. Communications include IP and 1553 data
bus traffic and some components have connectivity through both. External data sources
including NIPRNet provide data used by the maintenance and mission planning components of
TAVS.

The architecture, proposed test boundary for the CVPA and AA, and external interfaces
of the TAVS are shown in Figure E-1.

In typical operations, cyber defense for the TAVS is provided locally (Tier 3) by the
system operators, maintainers, and system administrators, including a contingent of sustainment
support from the development contractor. The 24™ Air Force in San Antonio, Texas is the Tier 2
Computer Network Defense Service Provider (CNDSP)! for TAVS.

1 Sometimes called Cybersecurity Defense Service Provider (CDSP)
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TAVS Test Architecture

Cybersecurity Test Boundary
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Figure E-1: TAVS Test Architecture

E.4. Cooperative Vulnerability and Penetration Assessment (CVPA). The OTA will employ
the 92% Information Operations Squadron (92 10S) cyber team to perform the Cooperative
Vulnerability and Penetration Assessment (CVPA) during the OA. The 92 10S will perform the
CVPA on an operationally representative TAVS, including local cybersecurity defenders such as
system operators, maintainers, and system administrators to support data collection (e.g., through
interviews), while the aircraft is on the flight line with all systems present and powered. The 92
10S will execute vulnerability and penetration testing using their accredited tools and processes,
which include automated scans and manual inspection. The TAVS will have all external
interfaces active, and the 92 10S will conduct assessment activities from the insider, outsider,
and nearsider postures; the proposed test boundary is shown in Figure E-1. The 92 10S will
collect and report, at a minimum, the data in Attachments A and B of DOT&E guidance. 90 10S
will provide a full report and all data to DOT&E within 45 days of the assessment. Resources
required for this test can be found in Table E-1. The OTA will submit the CVPA test plan to
DOT&E 90 days prior to execution.

E.5. Adversarial Assessment (AA). The OTA will conduct an Adversarial Assessment (AA)
during the IOT&E using a 177" Information Aggressor Squadron (177 IAS) to portray the cyber
threat. The 177 IAS is an NSA-certified, USCYBERCOM-accredited cyber threat team. The

2
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177 1AS will execute the AA using their accredited tools and processes to portray a cyber threat
(insider, nearsider, and outsider) in accordance with the TAVS STAR and the DIA Computer
Network Operations Capstone Threat Assessment. The OTA will conduct the assessment in the
context of TAVS mission operations, with representative data sources, network traffic, and
external interface connectivity; the proposed test boundary is shown in Figure E-1. The
assessment will include operationally representative network defense, including local user,
maintainer, and administrator defense functions, and will measure the detect and react abilities of
a unit equipped with the TAVS and interoperating with the Tier 2 CNDSP, 24™ Air Force.

During the Adversarial Assessment the OTA will collect and report, at a minimum, the
data in Attachment C of the DOT&E guidance, which requires cyber-trained protect, detect,
react, and restore (PDRR) data collectors located in both the local and Tier 2 network defense
locations. Where allowed by equipment damage concerns, the OTA will directly measure
mission effects; otherwise, the OTA will evaluate mission effects using independent subject
matter experts and the details of the attacks performed during the Adversarial Assessment.
These subject matter experts will consider the effect of the attacks and any demonstrated cyber
defender responses on the execution of mission threads and associated system performance
parameters.

In the event that the network defenders do not detect malicious network activity, the OTA
will inject one or more detection scenarios (white cards) in order to evaluate the reaction and
response chain of events.

The OTA will submit the Adversarial Assessment plan for DOT&E approval 90 days
prior to execution, and provide a report from the cyber test team along with the data collected in
accordance with Attachment C of DOT&E Guidance within 45 days after the assessment.

E.6 Test Limitations

Both the CVPA and AA will be conducted with the aircraft on the ground to ensure
physical safety. Flight safety concerns related to later flight ops will not limit testing as the
platform will be reimaged and recertified after both the CVPA and the AA (this process will
support data collection for the Restore evaluation). System operators will be executing mission
threads using simulated data to support data collection on mission effects during the AA.

If equipment damage concerns preclude the evaluation of any systems on the aircraft
(e.g., avionics), independent laboratory testing of these systems will be performed. This data
will be included in the CVPA report and cyber exploitations based on the findings will be white-
carded in the AA.
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E.7 Schedule <If the CVPA and AA schedules are not already denoted in the integrated test
schedule in the body of the TEMP, they should be included in the Appendix. Multiple CVPA and
AA events may be required to support milestone/production decisions.>
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Figure E-2. TAVS Cybersecurity Test Schedule

E.8 Resources Resources required for TAVS cybersecurity testing are found in Table E-1. The
figures for the 92 10S CVPA Team and the Air Force Research Lab include funds for developing
advanced cyber exploits against the system, e.g. for the subsystems on the 1553 bus.

Table E-1. TAVS Cybersecurity Test Resources

SUPPORTING UNITS FY16 FY17 FY18
92 10S CVPA Team $x1
177 IAS AA Team $x2
OTA AA PDRR Data Collection $x3
OTA Cybersecurity Testing Support $x4 $x5
Simulation & Instrumentation $x6
Air Force Research Lab Testing Support $x7 $x8

E.9 Evaluation Structure. The OTA will use the results of TAVS cybersecurity testing, in part,
to determine its operational effectiveness, suitability, and survivability. These evaluations
should take into account the results of any bench testing. The OTA will assess cybersecurity
under Critical Operational Issue X using the following evaluation criteria:

Table E-2: TAVS Cybersecurity Critical Operational Issue Evaluation Criteria

Criterion Standard Minimum Data Required
CyberX.1: Ability to Protect | Do the Vulnerabilities and DOT&E 2014 Attachments A,
Information and Exploitations discovered B, C
Information Systems during cybersecurity testing of

the system put the unit’s
ability to conduct missions at
risk?

CyberX.2: Ability to Detect | Are the accuracy of detections | DOT&E 2014 Attachments A
Cyber Threat Activity and by the TAVS-equipped unit and C

Malfunctions and their defenders during
cybersecurity testing sufficient
to identify cyber threat activity

4
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or malfunctions that put the
unit’s ability to conduct
missions at risk?

CyberX.3: Ability to React
to Cyber Threat Activity
and Malfunctions

Are the mitigation actions
provided by the TAVS-
equipped unit and their
defenders during cybersecurity
testing sufficient to ensure the
unit’s ability to conduct
missions following cyber
threat activity or
malfunctions?

DOT&E 2014 Attachment C

CyberX.4: Ability to Restore
System after Cyber Threat
Activity or Malfunction

Has the TAVS-equipped unit
and their defenders
demonstrated the ability to
restore normal system
operation and conduct
missions following cyber
threat activity or
malfunctions?

DOT&E 2014 Attachments A
and C

CyberX.5: Ability to
Conduct Missions

Can a TAVS-equipped unit
conduct their missions in the
presence of malicious cyber
threat activity or when
encountering malfunctions?

DOT&E 2014 Attachment C

CyberX.6: Ability to
Perform Reliably and Be
Maintained while also being
Secure from Cyber Threat
Activity

Can the TAVS-equipped unit
perform its mission reliably
and perform maintenance in
the operational context with a
degraded cyberspace
environment?

DOT&E 2014 Attachments A,
B,and C

CyberX.7: Ability to
Preserve System Physical
Integrity and the Safety of
Operators from Cyber
Threat Activity and
Malfunctions

In the presence of malicious
cyber activity or following a
malfunction, is the TAVS able
to preserve its own physical
integrity and the physical
safety of its operators?

DOT&E 2014 Attachments B
and C
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Summary

Reliability, maturity, and sustainment metrics for business systems acquisitions rely
heavily on configuration management, defect tracking, and automated regression testing. This
section of the guidebook provides related examples of text from previously approved TEMPs for
business systems that have successfully prepared for developmental and operational testing.

Processes for developing and managing information technology software are provided in
IEEE 12207.2, Guide for Information Technology - Software Life Cycle Processes -
Implementation Considerations

The TEMP should describe the acquisition program’s configuration management
framework. Testers will need accurate configuration information to understand the system and
to determine the system’s adherence to effectiveness, suitability, and cybersecurity requirements.

Defect tracking should be conducted during all phases of test and evaluation, using a
clearly-defined process that is explained in the TEMP. Generally, as a defect is discovered, the
developer or tester will document it through a deficiency report (DR). A Deficiency Review
Board (DRB) will assign a DR level as defined by IEEE 12207.2 and track the status of each
defect, over time, as to which are open, closed, or resolved. During regression testing or as part
of another test event, testers will validate that identified deficiencies have been resolved.

As a rule, test metrics for business systems should be specified in terms of the types of
data that can automatically be logged and reported by the system. Metrics used for testing will
typically be the same metrics as those that the operators will use over the course of a system’s
lifecycle to gauge acceptable performance or service degradation. Accordingly, automated
logging and reporting of performance data should be included in the core system design. When
possible, automated approaches to data collection should be used versus less accurate manual
methods (e.g., relying on a stopwatch to measure system response times). User surveys should
be used sparingly, and, if used, should comply with guidance in DOT&E’s memo on Surveys.
The System Usability Scale (SUS) is recommended in DOT&E guidance and should be
considered for evaluation of business system usability.

DoDI 8500.01, Cybersecurity, dated March 14, 2014 incorporates guidance from the now
obsolete DoDI 8500.2, Procedures for the Operational Test and Evaluation of Information
Assurance.

DoDI 8501.02, Risk Management Framework (RMF) for DoD Information Technology
(IT), dated 12 March 2014, specifies the use of the National Institute of Standards and Technology
(NIST) Risk Management Framework (RMF). RMF replaced the now-defunct DoD Information
Assurance Certification and Accreditation Process (DIACAP).

Examples


http://www.dote.osd.mil/docs/dote-temp-guidebook/IEEE_EIA_12207.2-1997.pdf
http://www.dtic.mil/whs/directives/corres/pdf/851001_2014.pdf
http://www.dote.osd.mil/pub/policies/2014/6-23-14_Guidance_on_Use_and_Design_of_Surveys_in_OTE(7985).pdf
https://acc.dau.mil/adl/en-US/704733/attachment/76575/850001_2014.pdf

Defense Business Systems - Examples

Example 1
2.3. Deficiency Reporting

The EBS Workbench tool is used to document deficiencies (defects) detected during
testing and tracks all steps in the defect resolution. The EBS Workbench uses the IEEE Standard
12207.2, (Annex J, dated April 1998), as the source for deficiency priority definitions.

Defect analysis will be conducted during all phases of Test and Evaluation. The
developer should assign each problem in software products or activities to one of the priorities in
Table 2-2.

Table 2-2: Priorities to be Used When Classifying Problems

(IEEE Standard 12207.2, Annex J, April 1998)

Priority Applies if a problem could

1 a)  Preventthe accomplishment of an essential capability
b)  Jeopardize safety, security, or other requirement designated “critical’

2 a)  Adversely affect the accomplishment of an essential capability and no work-around
solution is known

b)  Adversely affect technical, cost, or schedule risks to the project or to life cycle
support of the system, and no work-around solution is known

3 a)  Adversely affect the accomplishment of an essential capability but a work-around
solution is known

b)  Adversely affect technical, cost, or schedule risks to the project or to life cycle
support of the system, but a work-around solution is known

4 a)  Resultin user/operator inconvenience or annoyance but does not affect a required
operational or mission-essential capability

b)  Result in inconvenience or annoyance for development or maintenance personnel
but does not prevent the accomplishment of the respensibilities of those personnel

5 Any other effect

Priority/state changes and reworks are also tracked on a daily basis. DLA EProcurement
Management reserves the right to change the EProcurement requirements if it appears that
excessive rework will be needed to resolve a defect. The following data has been tracked on a
daily basis since November 2009:

Total Defects Created

Total Critical and High Defects Created
Total Medium and Low Defects Created
Total Defects Closed

Total Critical and High Defects Closed
Total Medium and Low Defects Closed


http://www.dote.osd.mil/docs/dote-temp-guidebook/IEEE_EIA_12207.2-1997.pdf

Defense Business Systems — Examples

Total Defects Open
Total Critical and High Defects Open
Total Medium and Low Defects Open
Average Days from Creation to Submit for Resolution
Average Days from Lead Approval to Assigned to Developer
Average Days to Resolve Defects
Average Days from Resolution to Close
Average Days from Creation to Close
Open Defects by State
o Defect Drafted
o Resolution in Progress
o Clarification Required
o Ready for Retest

An example of Management’s daily tracking report is shown in Table 2-3 below.

Table 2-3: EProcurement Daily Defect Aging Summary

'-.-I1-:| '-.f: ":-:I . S
CRITICAL| © | O | O 0 0
HIGH 3 (0|0 0 3
MEDILI | 21 0 | 1 3 25
LOW 110 |1 0 2
TOTAL |25 0 [ 2 3 30

Once a deficiency/problem is detected during testing, a “Defect Report™ is entered into
Workbench. The Development Team Leads reviews the Defect and determine its validity and
probable cause. If valid, the Defect is assigned to the appropriate developer for resolution. Once
resolved, the Defect is assigned to the appropriate tester for validation of the fix.

All valid defects and their resolutions are stored in a repository for future use in testing.
The Development Team records the user actions that lead to the validated defect. The recorded
user actions are then used by EBS Workbench and installed in the script library.

Production Deficiency Reporting

Once the system goes live, it enters the sustainment phase of the program. At this point
the system is no longer in development. During the sustainment phase it is managed by our J6
Sustainment Operations Division in Columbus, OH. They manage the production deficiency
reporting process by listing the identification, investigation, and resolution activities in
workbench.
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Identification Phase

e Sustainment POC receives Remedy ticket to research an issue that is occurring in the
production environment. If the incident requires a defect to be created, the sustainment or
build POC will create the defect in the EBS Workbench.

e |fit's determined that a Remedy ticket requires a code fix/configuration change, the
assigned person creates a defect in Workbench citing the ticket number. The assignee
creates a defect in the workbench using the ticket information. The Workbench is then
used to track the flow of work for ultimate transport to production. Information
contained in the Workbench documents are functional specification documentation, test
results data, table views.

e Defect should be updated to “Team Lead Submit” state

e Sustainment Functional Lead assigns EProcurement (SRM) defects to appropriate
POC. Development Lead assigns the defect to the appropriate developer for investigation
Investigation Phase

e Developer performs necessary modifications in the development environment and
documents the resolution details in the defect

e |f a production issue requires a code or configuration change, the developer test the
specific functionality in question, including any inputs, outputs, and dependent tasks
before migrating the changes to PRD.

Resolution Phase

e Sustainment Configuration Control team migrates the changes to the System Test
environment

e Once migrated, the Tester will get an email notification (automated)

e Once migrated to System Test (S*1), testers will determine if the defect has been
resolved; if so, testers will document test results in the defect, update any associated
regression test plans & cases with additional test steps/data/expected results to validate
the defect scenario during future test efforts, and set it to ‘Ready for Production
Approval’ state

o If the defect has not been fixed or resolved, the tester updates the existing
defect with retest details and assigns the defect back to the developer

o If a new issue/problem emerges as a result of the defect fix/resolution, a new
defect should be created

e Once in ‘Ready for Production Approval’ state, the Sustainment Functional Leads will
start the administrative approval process for release to Production

e When the code is released to production, the assigned person goes into Remedy to
annotate that the ticket is completed/closed.



Defense Business Systems — Examples

Example 2
2.3. Deficiency Reporting

e Discrepancy Report (DR) status: Each DR written against KMI developed software
was prioritized into 5 levels as defined by the IEEE 12207.2 specification. Each DR
was initially assigned a level by the sub-contractor developing that particular software.
The prime integrator and the Government Program Office performed an independent
analysis and redefined levels accordingly. Graphs were maintained showing the
number of open, closed and resolved (fixed but not tested) statistics over time,
categorized by priority level. Example data is shown in Figures 2-4 and 2-5.
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Figure 2-4: DR volume tracking (all priorities)

3000 4

/00 —————— = = = = =

2000

1500

Defects

1000

OI ] O S S ] S ] S S E: ‘-'_\_-‘_\_\_L F (’:‘) é
SO g¥ g¥ g8 ¥ GO O ¥ O O O ° P S O g8 g8 g8 g8 S S
QGG&G&(\-G%G@(‘GQ{LGQG@G{PGG{L{L-OO-
R S SR QN A i S G\ S S
—+—Sev1 &2 Total ®— Sev 1 & 2 Total Forecast Sev1 82099:1 Sev1 & 2 Resolved
—&—Sev1 &2 Closed —a—Sev1 &2 Closed Forecast ——Sev1 &2 OpenForecast ——Sev1 &2 50% Ceiling
——Sev 1 _&2 80% Cedmg_ Sev1 &2 100% Celling

Figure 2-5: DR volume tracking (Priorities 1 and 2)
4



Defense Business Systems — Examples

e DR Aging: DRs at each priority level were also tracked to show how many of each
level were open for a particular timeframe. The timeframes were separated into 30
day increments, up to a column for >120 days. Example data is shown in Table 2-6.

Table 2-6: Sample DR Aging Metric

Assigned and Submitted Defects - Days Open
0-30 31-60 61-90 91-120 >120
Severity

1 4 2 7 0 0
2 99 21 11 7 9
3 38 28 11 8 16
4 3 6 6 1 5
5 3 0 2 3 6
Total 147 57 37 19 36

e Commercial Off the Shelf (COTS) DRs: The ageing statistic described above was also
maintained for issues found with commercially purchased equipment, such as routers,
servers, etc. Example data is shown in Exhibit 2-6.

The Management Strategy for fixing software and hardware failures is as follows. Every
DR will be analyzed to determine the effect of the failure. Using this information, a
determination will be made as to the severity of the problem (a.k.a Priority, as defined by the
IEEE 12207.2 specification). All failures that rate a Priority 1 and 2 will be fixed prior to
entering the next phase of testing.
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General

Design of Experiments (DOE) is a statistical methodology for planning, conducting, and
analyzing a test. Any program that applies DOE principles should begin early in the test
planning process. The test planners should assemble a group of subject matter experts who can
identify the primary evaluation metrics (in DOE parlance: response variables) of interest that will
characterize the performance of the system in the context of a mission-oriented evaluation. The
test planners should identify environmental and operational factors that are expected to drive the
performance of the system, as well as the levels of these factors (i.e., the various conditions or
settings that the factors can take). A master test strategy should include the resources needed, the
concept for early tests (including component tests), and the use of the results of early tests to plan
further testing. One goal of the test strategy should be to ensure adequate coverage of all
important factors while demonstrating the evaluation metrics (response variables) through
planned testing. The testing strategy should be iterative in nature to ensure an adequate Initial
Operational Test and Evaluation (IOT&E). The testing strategy should accumulate evidence that
the system performs across its operational envelope before and during IOT&E. The test planners
should apply DOE at each test iteration.

Elements of DOE for the TEMP

A brief overview of the design philosophy should be outlined in Section 3.2 of the
TEMP. The information content may vary depending on the Milestone that the TEMP is
supporting. Table 1 outlines information content that is appropriate for each milestone. Systems
with legacy data will be expected to include more detail and have more robust test designs. The
details of each of the test designs should be provided in a supporting appendix to the TEMP.
Elements of experimental design should include the following:

. The goal of the test (experiment). See Mission Focused Evaluation Guidance.

Quantitative  mission-oriented response variables (evaluation metrics) for
effectiveness, suitability, and survivability. See Mission Focused Metrics Guidance.

Factors that affect those measures of effectiveness, suitability, and survivability. See
Integrated Survivability Evaluation Guidance.

A method for strategically varying factors across developmental, operational, and live
fire testing with respect to responses of interest. See Integrated Testing Guidance.

Statistical measures of merit (power and confidence) on the relevant response variables
(evaluation metrics) (i.e., those for which doing so makes sense). These statistical measures are
important to understand "how much testing is enough,” and can be evaluated by decision makers
on a quantitative basis so they can trade off test resources for desired confidence in results.

These elements include all of the planning steps for designing an experiment, with the
exception of execution order. Standard statistical designs assume the test point execution order
can be randomized. This is often not the case in T&E, since many factors cannot be easily
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controlled or changed (e.g., weather, test range location). Therefore, designs including blocking
and/or split-plot techniques should be considered. The execution of the test, including run
plans/order, should be discussed in the Test Plan.

Commonly, the system under test (SUT) is a complex system with multiple missions and
functionalities. The test design should reflect the complexity of the system. Often, multiple test
designs will be necessary to fully characterize SUT mission performance. This might also
require multiple experimental designs to capture all stages or aspects of mission execution.

Table 1: DOE Information Content for the TEMP

Information Content

Identify responsibilities of T&E WIPT for test design purposes
The goal(s) to be addressed at each stage of testing

Metrics for each goal/question

Initial listing of factors

Language for the overall testing strategy, including:

Milestone A

Screening experiments to ensure important factors are considered in operational testing

Sequential experimentation

Identify responsibilities of T&E WIPT for test design purposes
The goal(s) to be addressed at each stage of testing

Metrics for each goal/question

Refined listing of factors and levels

Test designs to support resourcing for limited user tests (LUT) and operational
assessments (OA)

e While test designs for the IOT&E are not required, the TEMP should identify key
resources for the IOT&E including test assets that require long lead times to
acquire.

Milestone B

Language for the overall testing strategy, including:

e Screening experiments to ensure important factors are considered in
operational testing

e Sequential experimentation
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Identify responsibilities of T&E WIPT for test design purposes

The goal(s) to be addressed at each stage of testing, focusing on IOT&E

Metrics for each goal/question

Refined listing of factors and levels, based on prior testing and the operational mission.

Details on how the factors and levels will be varied and controlled during each stage of
testing

Milestone C

Complete test designs to support resourcing for IOT&E
Language for the overall testing strategy, including:
How previous knowledge is being used to inform IOT&E test planning.

Analysis plans to support power calculations
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3.4.2.# Design of Experiments (Subpara to 3.4.2 Operational Evaluation Framework)

Design and Analysis of Experiments will be used to develop test plans for the
developmental, integrated, and operational testing of system XYZ. The T&E WIPT will identify
the following components of the experimental design: (1) goals, (2) metrics, (3) factors and
levels that impact the outcome of the test, (4) a strategic method for varying those factors and
levels across all tests, and (5) appropriate statistical power and confidence levels for important
responses for which they make sense.

Note: Table 3.1, Top-Level Evaluation Framework Matrix, should capture the key test goals
and metrics/measures that are discussed in the test design section of the TEMP.

The T&E WIPT will use a sequential approach in test planning, meaning that screening
of factors will occur in DT and integrated test events, only factors that are deemed significant or
of particular operational interest will be investigate in OT. The overarching test strategy outlined
in this TEMP is adequate to support the OTA’s evaluation plan. Tables 3.X1 — 3.XX provide the
overall DOE strategy for each test objective. The overarching test strategy may change after the
initial test events are conducted to allow for increased information on the effect of the factors on
the critical responses. See the DOE Appendix for supporting information on the statistical
qualities of the experimental design (factor selection, process diagrams, exact designs, and
power/confidence levels).

Table 3.X: Overview of DOE Strategy for Test Objective 1

Test Phase
DT MS IT 10T

Critical Responses Select MOE, | Select MOE, Select Select MOE,

(Only MOE’s, MOP’s, MOP, MOS, | MOP, MOS, MOE, MOP, MOS,
KPP’s, MOS’s that relate to the KPP KPP M(I;/ISOLD(’PP KPP
current test objective should be ’
included)
Factors Factor Levels
Factor 1 Categorical Sv* SV SV | Record*

2 levels

Factor 2 Continuous HC* HC SV SV
Factor 3 Continuous 5\ 5\ SV SV
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Factor 4

Categorical

6 levels

SV

SV

SV

SV, Demo 2
levels

*In Table 3.X there are three common factor management strategies used (1)
systematically vary (SV) the factor by including the factor in the experimental design, (2) hold
constant (HC) at a fixed level during testing to minimize its impact on the test outcome, (3)
record the level of the factor. Additionally, there are two levels of the fourth factor that will only
be demonstrated (demo) in operational testing because of the cost associated with testing those

levels.

Best Practices for Table 3.X:

Note 3.X can be replicated as many times as needed to ensure that all major test objectives
are captured. These tables should not be exhaustive; instead they should capture the major
test objectives, the primary measures (or response variables), and the factors that will be
considered in test planning.

Recordable factors across all test phases should only be included in the DOE strategy table
if they are expected to have a large impact on the outcome of the test objective. Other
recordable factors can be included in a footnote and documented in more detail in the test
plan.

It is also possible to have a factor or levels of a factor that will be systematically varied
during a test but not in a statistically defensible fashion. These conditions are sometimes
necessary to demonstrate (demo) in tests for safety, cost, or simply the fact that they rarely
occur in regular operation of the system
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DESIGN OF EXPERIMENTS (for a Milestone B Artillery Howitzer)

Design of Experiments (DOE) Overview

The purpose of this appendix is to provide a framework for the OTA’s Design of
Experiments (DOE) methodology in support of a howitzer acquisition. The OTA will plan and
conduct both the LUT/OA/OA and the 10T using DOE principles. This method of assessment
will provide a systematic approach to assess the effects of pre-determined factors on key
performance aspects of the howitzer. The design goal is to vary key factors that affect
measurable system characterizations such as timeliness and accuracy. Table D.1 below shows
how the factors and factor levels will be controlled during each test event.

Table D.1: DOE Campaign Strategy

Factors

Factor Levels

Test Events

LUT /OA

10T

Ammo-Lethal

Projectile 1(P1),
Projectile 2(P2)

SV

SV

Ammo-Non Lethal Smoke, lllum Non-Lethal limited # missions | Non-Lethal limited # missions
Time Day, Night SV SV
Range Band Cl+C2,C3, C4, SV SYY
C5
Traverse 0-15, 15-45, Out of | SV (0-15, 15-45), Out of SV (0-15, 15-45), Out of Sector
Sector Sector (limited # missions) (limited # missions)
Angle Low, High SV SV
Time Delay (TD),
Point
Fuze Detonation(PD), SYY SYY
Multi-option fuse
(MOF)
MOPP 0, IV HC-MOPP 0, MOPP IV limited | HC-MOPP O, MOPP IV limited

# missions

# missions

Test Elements

# of test elements

HC (1 Element)

SV (3 Elements)

1A

None, Red team

None

HC-None, Red team excursion
at end of test

Notes/Definitions:
*HC-Held Constant

*C2-MACS 2 or equivalent

*SV — Systematically Varied

*C3-MACS 3 or equivalent

*C1-MACS 1 or equivalent
*C4-MACS 4 or equivalent

*High Angle of fire — Above maximum range Quadrant of Elevation(>~800 mils)




Design of Experiments — Artillery Howitzer Example

*Low Angle of Fire — Below maximum range Quadrant of Elevation(<~800mils)

*|A — Information Assurance

LUT /OA:

The objectives of the LUT/OA shall be to evaluate the howitzer interoperability, fire
mission accuracy and responsiveness and automotive performance as well as mobility and
reliability in support of combat operations. Table D.2 shows critical responses.

Table D.2: Critical Responses

Accuracy (Miss Distance in meters, CEP)

Critical

Timeliness (Time to Complete Mission in seconds)
Responses

Reliability (Mean Time between Failure)

This phase of the operational testing will follow a D-optimal split-plot design of
experiments approach with some of the hard to control factor systematically controlled to
balance DOE and operational realism from the OMS/MP. Table D.3 lists the factors and levels
for the two responses: accuracy and timeliness.

Table D.3: Factors and Levels

Factor Levels Control
Projectile P1, P2 Hard, Systematic
Time Day, Night Hard, Systematic
Range Band Cl1+C2,C3,C4,C5 Hard, Systematic
Traverse Angle 0-15, 15-45 Hard

Angle of Fire Low, High Easy

Fuze Type TD, PD, MOF Hard

If a factor it systematically controlled it was organized in an operationally realistic
manner yet based on a D-optimal design. Projectile, Time, and Range were organized so that it
followed a scenario where it starts on closest range bands (C1 + C2) and then moves to the C5
range band over the first two 24-hour periods before returning to the initial bands over the next
two 24-hour periods. If a factor was hard to control, these factors were randomized over whole
plots (blocks of time where the time, Projectile, range band, traverse, and fuze could randomly
be assigned). Angle is an easy to control so it could be randomly assigned to the individual
missions or within the blocks. The DOE consists of 96 missions, but to meet the reliability
requirements, 160 missions are necessary. These additional missions are distributed between
special case requirements (Non-Lethal, emergency firings, MOPP 1V, Out of Sections, and other
long range missions to meet the OMS/MP. These additional missions will be injected into the
DOE run matrix at the discretion of the Test Officer to ensure operational realism. For example,
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all the Out of Sector and Emergency missions will be conducted right after tactical moves. Table
D.4 shows the breakout by mission.

Table D.4: Factor Breakout By Mission

Range Charge P1 P2 Hlum Smoke Total
9 9 Missions | Missions | Missions | Missions | Missions
4 -9 KM 1/2L 16 0 - - 16
9-12 KM 3H 16 0 - - 16
DOE
12-15 KM 4H 16 20 - - 36
16.4 - 20 KM 5H - 28 - - 28
Non-Lethal TBD TBD - - 3 3 6
Emergency 16.4 - 20 KM 5H ; 12 - - 12
firings
MOPP IV 16.4 - 20 KM 5H - 8 - - 8
Additional
Long range 16.4 - 20 KM 5H - 26 - - 26
for RAM
Out of Sector TBD TBD - 12 - - 12
Total - - 48 108 3 3 160

The D-Optimal Split-Split Plot design permits the ability to estimate all main effects, all
2-way interactions with time, and the following additional interactions: range band and traverse,
traverse and angle, angle and fuze, traverse and fuze, and projectile and angle. The run matrix,
which it the required order that these runs must follow, is shown in table D.5 below.

Table D.5: LUT/OA D-Optimal Split-Split Plot Run Matrix

Day Time Projectile ggnge Traverse | Angle Fuze
1 Day P1 Cl1+C2 0-15 High D
1 Day P1 Cl+cC2 0-15 Low TD
1 Day P1 Cl1+C2 0-15 Low TD
1 Day P1 Cl+cC2 0-15 High TD
1 Day P1 Cl1+C2 0-15 High PD
1 Day P1 Cil+cC2 0-15 Low PD
1 Day P1 Cl1+C2 0-15 Low PD
1 Day P1 Cl+cC2 0-15 High PD
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Day Time Projectile Sggge Traverse | Angle Fuze
1 Day P1 C3 30-45 Low PD
1 Day P1 C3 30-45 High PD
1 Day P1 C3 30-45 Low PD
1 Day P1 C3 30-45 High PD
1 Night P1 c3 0-15 High D
1 Night P1 c3 0-15 High D
1 Night P1 C3 0-15 Low TD
1 Night P1 C3 0-15 Low TD
1 Night P1 c4 30-45 High D
1 Night P1 Cc4 30-45 High TD
1 Night P1 C4 30-45 Low TD
1 Night P1 Cc4 30-45 Low TD
1 Day P1 Cca 0-15 Low MOF
1 Day P1 Cc4 0-15 Low MOF
1 Day P1 c4 0-15 High MOF
1 Day P1 Cc4 0-15 High MOF
2 Day P2 c4 30-45 High MOF
2 Day P2 Cc4 30-45 Low MOF
2 Day P2 Cca 30-45 Low MOF
2 Day P2 C4 30-45 High MOF
2 Day P2 ca 30-45 Low TD
2 Day P2 Cc4 30-45 High TD
2 Day P2 ca 30-45 Low TD
2 Day P2 Cc4 30-45 High TD
2 Night P2 C5 30-45 Low MOF
2 Night P2 C5 30-45 Low MOF
2 Night P2 C5 30-45 Low MOF
2 Night P2 C5 30-45 Low MOF
2 Night P2 C5 30-45 Low PD

4
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Day Time Projectile Sggge Traverse | Angle Fuze
2 Night P2 C5 30-45 Low PD
2 Night P2 C5 30-45 Low PD
2 Night P2 C5 30-45 Low PD
2 Night P2 C5 0-15 Low TD
2 Night P2 C5 0-15 Low TD
2 Night P2 C5 0-15 Low TD
2 Night P2 C5 0-15 Low TD
2 Night P2 C5 30-45 Low TD
2 Night P2 C5 30-45 Low TD
2 Night P2 C5 30-45 Low TD
2 Night P2 C5 30-45 Low TD
3 Day P2 C5 0-15 Low MOF
3 Day P2 C5 0-15 Low MOF
3 Day P2 C5 0-15 Low MOF
3 Day P2 C5 0-15 Low MOF
3 Day P2 C5 30-45 Low PD
3 Day P2 C5 30-45 Low PD
3 Day P2 C5 30-45 Low PD
3 Day P2 C5 30-45 Low PD
3 Day P2 C5 0-15 Low TD
3 Day P2 C5 0-15 Low TD
3 Day P2 C5 0-15 Low TD
3 Day P2 C5 0-15 Low TD
3 Day P2 c4 0-15 High PD
e Day P2 C4 0-15 High PD
3 Day P2 Cc4 0-15 Low PD
3 Day P2 Cca 0-15 Low PD
3 Night P2 Cc4 0-15 Low MOF
3 Night P2 c4 0-15 High MOF

5
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Day Time Projectile Sggge Traverse | Angle Fuze
3 Night P2 C4 0-15 Low MOF
3 Night P2 C4 0-15 High MOF
3 Night P2 C4 0-15 Low PD
3 Night P2 c4 0-15 High PD
3 Night P2 C4 0-15 Low PD
3 Night P2 c4 0-15 High PD
3 Night P1 c4 0-15 High PD
3 Night P1 Cc4 0-15 Low PD
3 Night P1 c4 0-15 High PD
3 Night P1 Cc4 0-15 Low PD
4 Day P1 Cca 30-45 Low MOF
4 Day P1 C4 30-45 High MOF
4 Day P1 c4 30-45 High MOF
4 Day P1 Cc4 30-45 Low MOF
4 Day P1 C3 30-45 Low TD
4 Day P1 C3 30-45 Low TD
4 Day P1 c3 30-45 High D
4 Day P1 C3 30-45 High TD
4 Night P1 c3 30-45 High MOF
4 Night P1 C3 30-45 High MOF
4 Night P1 C3 30-45 Low MOF
4 Night P1 C3 30-45 Low MOF
4 Night P1 Ccl1+C2 30-45 High PD
4 Night P1 Cl+C2 30-45 Low PD
4 Night P1 Cl+C2 30-45 Low PD
4 Night P1 Cl+C2 30-45 High PD
4 Night P1 Cl+C2 0-15 Low MOF
4 Night P1 Cl+C2 0-15 High MOF
4 Night P1 Ccl1+C2 0-15 High MOF
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Day Time Projectile RENES Traverse | Angle Fuze
Band
4 Night P1 Cl+C2 0-15 Low MOF

The power of the tests to illustrate how the factors influence the responses are listed

below in Table D.6:

Table D.6: Power Effect on Factors and Responses

Effect Variance Power (90% Confidence, Power (80% Confidence,
S:N=2) S:N=1)
Intercept 0.228 0.994 0.789
Time 0.303 0.974 0.701
Range Band 1 0.333 0.963 0.671
Range Band 2 0.245 0.991 0.767
Range Band 3 0.180 0.999 0.855
Traverse 0.305 0.974 0.699
Angle 0.018 1.000 1.000
Fuze 1 0.208 0.997 0.816
Fuze 2 0.194 0.998 0.836
Projectile 0.390 0.937 0.624
Time*Range Band 1 0.559 0.842 0.524
Time*Range Band 2 0.273 0.984 0.733
Time*Range Band 3 0.147 1.000 0.906
Time*Traverse 0.208 0.997 0.816
Time*Angle 0.016 1.000 1.000
Time*Fuze 1 0.095 1.000 0.974
Time*Fuze 2 0.269 0.985 0.738
Time*Projectile 0.464 0.897 0.574
~ange Band*Traverse | 59q 0.976 0.705
Eange Band*Traverse 0.257 0.988 0.752
?Ijange Band*Traverse 0.222 0.995 0.797
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Effect Variance Power (90% Confidence, Power (80% Confidence,
S:N=2) S:N=1)
Traverse*Angle 0.016 1.000 1.000
Angle*Fuze 1 0.016 1.000 1.000
Angle*Fuze 2 0.014 1.000 1.000
Traverse*Fuze 1 0.145 1.000 0.908
Traverse*Fuze 2 0.182 0.999 0.852
Projectile*Angle 0.018 1.000 1.000
10T:

The objective of the 10T shall be to evaluate the howitzer interoperability, rate of fire,
fire mission accuracy, responsiveness and automotive performance as well as mobility and
reliability in support of combat operations. The test results shall support a full rate production
decision.

The 10T will follow the same DOE philosophy and have the same factors and levels as
the LUT/OA except it will be larger. A split plot design will be created based on the same set of
factors and levels. Similarly the factors will be controlled in the same manner with the missions
starting out close moving to the C5 ranges and the returning to the initial range bands over the
course of the three 96-hour scenarios. Due to the increased number of missions, number of
rounds fired and length of the test in the IOT compared to the LUT/OA, more interactions can be
estimated, to include main effects and second order interactions. 10T design will ensure a
similar balance between statistical capabilities and operational coverage. Similar to the
LUT/OA, the IOT will consist of a smaller subset of the total number of required missions
compared to the DOE missions. The overall ratio of the DOE to the total number of missions
will be the same or very similar. Thus all the non-lethal, emergency firings, out of sector
missions, and additional C5 missions needed to meet the OMS/MP, which would again follow
tactical moves, and additional C5 missions will be injected into the matrix at the discretion the
Test Officer to ensure operational realism.

Red Team excursions will be conducted at the discretion of the 10T Test Officer. These
excursions will support Information Assurance evaluation requirements in an operational
environment at a system of systems level. Additional information relating to Red Team
excursions can be found in paragraph 4.3.2.5 “1OT Events, Scope of Testing and Scenarios” of
the TEMP.
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1

DESIGN OF EXPERIMENTS (for a Precision Guided Weapon)
D.1 Design of Experiments (DOE) Definitions

This appendix uses terminology specific to DOE; the following definitions should be
applied while reading.

Initial Factor — A factor determined to potentially impact the performance of the
precision guided weapon system in which the weapon system operates. Initial factors
are pulled from the test design framework developed by the Operational Test Activity
(OTA) or from subject matter expert inputs. Initial factors are accepted on their own,
combined with other initial factors and accepted, placed in recordable status,
determined to be a demo item, or eliminated from consideration for the DOE design.

Accepted Factor — a factor accepted as a standalone from an initial factor or through
the combination of multiple initial factors. Accepted factors were input into JMP1
software to create the DOE. Accepted factors are given levels.

Level — the regions or levels that would be input into JMP software to create the DOE
tables. Each accepted factor has a minimum of two levels.

Recordable (Non-DOE) factor — a factor for which data are recorded during testing,
but is not included in the DOE design. Factors that cannot be controlled, but might
impact the performance the weapon system are placed into this category. These
factors and their values will be recorded and compared against the performance of the
weapon system to determine the impact they may have on the system.

Demo Items — a factor or particular capability that will be tested against but is not
incorporated into the DOE design created with JMP software. Demo items will be
tested in standalone events if deemed to impact response variable, or incorporated
into the DOE events when deemed to not impact response variable.

Strike Warfare (STW) — the precision guided weapon system when used against
Stationary Land Targets (SLT).

Surface Warfare (SUW) — the precision guided weapon system when used against
Moving Maritime Targets (MMT).

D.2.0 Overarching DOE Strategy

The precision guided weapon system effectiveness will depend on its ability to conduct
two primary missions:

Surface Warfare (SUW) against MMTSs, and

JMP (http://jmp.com/) is the registered trademark for a statistical software package that can assist with
experimental design. Design Expert (http://www.statease.com/dx8descr.html), can also be used for DOE.
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Strike Warfare (STW) against SLTs

Design of Experiments was used to develop the DT&E, integrated test events, and the
IOT&E. A significant amount of data from previous testing of this precision guided weapon
system exists, which helped to refine the test design. Captive carry testing will be used to
execute the majority of the testing. The captive carry testing uses a precision guided weapon
system digital simulation consists of high fidelity guidance and electronics unit (GEU) and
seeker models coupled with a target scene generator. The scene generator creates a perspective
projection of the infrared target scene as presented to the seeker optics; the scenes are developed
from empirical data and incorporate environmental effects such as time of day, sea state,
humidity, and atmospheric conditions. Seeker imagery and GEU performance data captured
during previous captive carry flight testing has been used to successfully validate the all digital
precision guided weapon system simulation. The T&E WIPT consisting of the Technical
Program Office, Lead Test Engineers, Systems Engineers, OTA testers, and DOE Subject Matter
Experts determined that the appropriate response variables for evaluating the effectiveness of the
system are:

. Aim point delta: the distance between seeker aimpoint and the preplanned aimpoint at
the final seeker aimpoint refinement. This response variable applies to both the
captive carry (CC) and free flight (FF) live fire tests.

Miss distance: the distance between the preplanned aimpoint and the actual impact
point for FF live fire shots.

Additionally, the T&E WIPT determined and defined the initial set of factors selected for
both SUW and STW missions. These factors were then ranked based on their predicted impact
to the response variable and their intended use in the design. Tables D.1 — D.2 provide the
overall DOE strategy for each test objective (assessing weapon system effectiveness for SUW
Missions and STW Missions).

Table D.1: Overview of DOE Strategy for Surface Warfare (SUW) Against Moving
Maritime Targets (MMT)

Test Phase
DT IT 10T
Critical Responses Aim Point Delta Aim Point Delta Aim Point Delta
Miss Distance
Factors Factor Levels
Sun Elevation 4 Levels Sv* SV SV
Target Type 4 Levels SV SV SV
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Target Range | Continuous Record Record SV
Target Aspect 4 Levels SV SV SV
Location Maneuvering, RFCM, SV (Target SV(Target SV
Defenses GPS Jamming Maneuver only) Maneuver only)

Seeker IRCM, Camouflage, Demo Demo )Y
Defenses Shipping Presence

Table D.2: Overview of DOE Strategy for Surface Warfare (STW) Against
Stationary Land Targets

Test Phase

DT IT 10T
Critical Responses Aim Point Delta Aim Point Delta Aim Point Delta
Factors Factor Levels
Terrain 4 Levels SV
Target SV
Orientation 4 Levels

Operational Testing will be used solely
Contrast Continuous to determine system performance SV

against the less challenging STL
Sun Elevation 4 Levels SV

Camouflage, IRCM, Demo

Defenses GPS Jamming

D.3.0 Developmental and Integrated Testing

Developmental and integrated testing will focus on the prioritized surface warfare (SUW)
scenario against moving maritime targets (MMTSs). The factors investigated in DT&E and IT are
highlighted in more detail in table D-3 below.

D.3.1 DT/IT Power, Confidence, and Matrix for DOE Runs (MMT)

Using the accepted factors and assuming a normal distribution, the test design was
created with JMP software for MMT using a D-optimal design for main effects and two-way
interaction estimates. The matrix created includes 60 runs and using 80% confidence and
provides sufficient a power to test for main effects. The power for detecting a 2 sigma shift
difference in the response for Target Type is 80 percent, for Target Aspect is 63 percent, for
Target Manuver is 98 percent, and for Sun Elevation is 51.5 percent. The lower power for Sun
Elevation is due to the five levels of the factor and acceptable because it is expected that not all
five levels will result in significantly different performance. The data will be collected during 60
captive carry runs. In addition to these 60 (30 DT&E, 30 IT&E) data runs, there will be 8 (4

3
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DT&E, 4 IT&E) captive carry dress rehearsals and 4 (2 DT&E, 2 IT&E) free flight live fire runs
where the data will be recorded during the MMT DT/IT testing.

Table D-3. MMT DOE for DT&E and IT&E

MMT DOE FACTORS (DT/IT)

INITIAL FACTORS IM}GEFI'EDFPE'I'(HE LEVELS
) = 1/2 Peak Rising - 1
Thermal Contrast > 1/2 Peak Rising - 2
Day/Might @  5Sun Elevation = 1/2 Peak Setting - 3
Glint = 1/2 Peak Setting - 4
- Might - &
M Small (=  ft}) & Slow (= knots)
Target Speed Small (= ft) & Fast (>  knots)
. Target T
Target Size _r S L Large (>  ft) & Slow (£ knots)
Head (0)
Beam (90/270)
Target Aspect Target Aspect Qtr (45/135/225/315)
Tail (180}
Evasive S Turmn
TGT Maneuvering TGT Maneuver

Mon-maneuvering
[constant course and speed)

RECORDABLE (NON-DOE)

Sea State Thermal Crossover Humidity
DEMO ITEMS
Multi Weapons Datalink Source Search Altitude
Weapon Datalink [RCM WPHN/Datalink RNG

The overall average miss distance will be compared against threshold values for the
system to support the evaluation of the precision guided weapon system CPD requirements.
ANOVA and regression analysis will also be performed based on the results. The analysis will
provide additional evaluation understanding of overall system capabilities and limitations.

D.4.0 Operational Test DOE Development

In order to better evaluate precision guided weapon system performance in the STW and
SUW operational environments, two distinct mission-based DOEs were developed: one for
engaging stationary land targets (SLT) and one for engaging MMTs. Since the STW and SUW
missions and requirements for precision guided weapon system employment are so different, one
combined DOE would not adequately test the system.

STW requires the delivery platform to fly to the release point and launch the precision
guided weapon system with prelaunch coordinates entered into the weapon. When the weapon
approaches the target, the seeker will refine the flight profile to ensure the precision guided

4
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weapon system strikes the desired impact point on a stationary target. The precision guided
weapon system incorporates a new seeker design.

SUW requires the delivery platform to detect the target with either a radar or targeting
sensor, fly to the release point, and launch the precision guided weapon system. The delivery
platform provides IFTU support to get the precision guided weapon system as close as possible
to the MMT. As the weapon approaches the MMT, the seeker takes over, refining the flight
profile in the final miles to ensure the precision guided weapon system strikes at the desired
impact point on a moving target. These two distinct missions are described in detail below.

D.4.1 Operational Test DOE (STW)

Using DOE, the OT team leveraged the knowledge base from previous precision guided
weapon system testing in developing the streamlined STW test design. The following
assumptions provided the foundation for selecting the factors and levels for the test design:

the weapons procedures for employment against SLT remained unchanged from the
legacy precision guided weapon system;

the weapon Launch Area Region (LAR), release and separation characteristics from
the launch aircraft, and warhead capabilities remained the same;

the new seeker capabilities and limitations will be compared against the legacy
precision guided weapon system seeker; and

the same target set will be used for the comparison of seeker performance data as
much as possible.

The DOE factors considered known capabilities and limitations of the legacy precision
guided weapon system seeker.

The precision guided weapon system test design was created primarily for Captive Carry
(CC) runs. Replication was used to increase the understanding of the effects size and variability
of data for specific test runs while increasing the statistical power and confidence of the test.
The breadth of the design, coupled with the ease of performing multiple CC runs in a short
period of time against SLTs in STW scenarios, facilitated replication in a cost efficient matter.
With targets grouped together in a target area it is possible to fly against three or four different
targets during an event, but not possible to transit to a new area during the course of one flight.
It was deemed effective and efficient to fly three runs against each target in the target area,
allowing nine runs or greater to be performed during each flight.

Outside of the primary DOE for CC runs, a robust test against Global Positioning System
(GPS) jamming and Infra-red Countermeasures (IRCM) was also developed. This test will be
used to demonstrate the specific effects of GPS denial, IRCM, and camouflage on the precision
guided weapon system seeker. The performance of the precision guided weapon system will be
compared directly against the legacy system in this same environment.

In addition to the CC STW DOE matrix and the CC test against GPS jamming/IRCM
described above, data from two Free Flights (FF)/live fire (performed in IT) will be evaluated

5
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and compared with the results from the CC runs. Each of the FF/live fire shots will have CC
dress rehearsal runs performed prior to the weapon release. These CC dress rehearsal runs will
occur on a flight prior to the actual FF event to run through the FF scenario and ensure pilot
familiarization with the event. The data gathered during the CC dress rehearsal and the CC runs
just prior to the launch will also be used to compare with previous data gathered during the CC
DOE and CC test against GPS jamming.

Table D-4 presents the factors for STW during OT&E. Table D-5 and D-6 provide the
test matrix.

Table D-4. OT&E Factors and Levels for STW
STW DOE FACTORS (OT)

INITIAL FACTORS | ACCEPTED FACTORS LEVELS

Desert
Terrain Terrain Mountain

Urban
Littoral
Horizontal Face

Target Orientation Target Orientation
Vertical Face

Clutter High
Civil Structures Contrast

Snow Low
<1/2 peak AM or PM
>1/2 peak AM or PM

RECORDABLE (NON-DOE)

Thermal Contrast } Sun Elevation

Thermal Crossowver Humidity
DEMO ITEMS
IRCM Camouflage GPS jamming
Day/Night

D.4.1.1 Operational Test Power, Confidence, and Matrix for DOE Runs (STW)

Using the factors above and assuming a normal distribution, the design was created with
JMP for STW using a full factorial design for main effects and two-way interaction estimates.
The matrix created includes 32 runs, which will each be replicated three times, for a total of 96
runs. The replications are a result of efficient use of flight sortie time by repeating runs rather
than repeating flights. This design used 80 percent confidence level and yielded a power of test
of greater than 95 percent to detect a 1 sigma change in performance across all main effects and
greater than 85 percent power for all two-factor interactions. The runs are displayed in Table
D-3.

Table D-5. OT&E STW Run Matrix
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OT STW Matrix Full Factorial
High Humidity Det
Sun

Run Elevation Orientation ~ Contrast Humidity  Terrain Actual Target

1-3 <1/2 max Horizontal Low High Littoral Corpus Christi Command Center Wall

4-6 <1/2 max Horizontal High High Littoral Corpus Christi Hangar

7-9 <1/2 max Vertical Low High Littoral Corpus Christi Small Building on Pier
10-12  <1/2 max Vertical High High Littoral Corpus Christi Tower
13-15  <1/2 max Horizontal High High Urban Orange Grove Roof of NE Bldg
16-18  <1/2 max Horizontal Low High Urban Orange Grove Airfield Arresting gear building
19-21  <1/2 max Vertical Low High Urban Orange Grove ILS Radar
22-24  <1/2 max Vertical High High Urban Target TBD
25-27  >1/2 max Horizontal Low High Littoral Corpus Christi Command Center Wall
28-30 >1/2 max Horizontal High High Littoral Corpus Christi Hangar
31-33  >1/2 max Vertical Low High Littoral Corpus Christi Small Building on Pier
34-36  >1/2 max Vertical High High Littoral Corpus Christi Tower
37-39  >1/2 max Vertical High High Urban Orange Grove Roof of NE Bldg
40-42  >1/2 max Horizontal Low High Urban  Orange Growve Airfield Arresting gear building
43-45  >1/2 max Vertical Low High Urban  Orange Growe ILS Radar
46-48  >1/2 max Horizontal High High Urban Target TBD

Low Humidity
Sun

Run Elevation Orientation  Contrast Humidity  Terrain Actual Target
49-51  <1/2 max Horizontal High Low Mountain Independence Courthouse Multi level Building
52-54  <1/2 max Horizontal Low Low Mountain Independence Jailhouse Large building
55-57  <1/2 max Vertical Low Low Mountain Independence Microwave Tower
58-60  <1/2 max Vertical High Low Mountain Target TBD
61-63  <1/2 max Horizontal Low Low Desert Trona Large Yellow Building
64-66  <1/2 max Horizontal High Low Desert Trona Movie Theater
67-69  <1/2 max Vertical High Low Desert Trona Post Office Wall
70-72  <1/2 max Vertical Low Low Desert Ballarat Radar/R2508
73-75  >1/2 max Horizontal High Low Mountain Independence Courthouse Multi level Building
76-78  >1/2 max Horizontal Low Low Mountain Independence Jailhouse Large building
79-81  >1/2 max Vertical Low Low Mountain Independence Microwave Tower
82-84  >1/2 max Vertical High Low Mountain Target TBD
85-87  >1/2 max Horizontal Low Low Desert Trona Large Yellow Building
88-90  >1/2 max Horizontal High Low Desert Trona Mowvie Theater
91-93  >1/2 max Vertical High Low Desert Trona Post Office Wall
94-96  >1/2 max Vertical Low Low Desert Ballarat Radar/R2508

The overall average miss distance will be compared against threshold values for the
system to support the evaluation of the precision guided weapon system CPD requirements.
ANOVA and regression analysis will be performed as well, based on the results. The analysis
will provide additional understanding of overall system capabilities and limitations.

D.4.1.2 Matrix for Demo and Countermeasure Runs (STW)

The STW demonstration items (IRCM, GPS jamming, GPS availability, and camouflage)
will be demonstrated during the following 30 runs, which are displayed in Table D-6.

Twelve runs versus GPS jamming in mountainous terrain (six against co-altitude
jamming)
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Twelve runs in R-2505 versus multiple countermeasures in the White Sands area

Six runs in R-2505 versus multiple IR countermeasures.

Table D-6. OT&E STW Demo Run Matrix

Advanced Countermeasures
Sun

Run Elevation Orientation  Contrast Humidity  Terrain Actual Target Jamming Profile Countermeasure

1 >1/2 max Vertical High Low Mountain GPS Jamming Parrot Peak Radar dish 25K to 20 degree

2 >1/2 max Vertical High Low Mountain GPS Jamming Parrot Peak Radar dish 25K to 20 degree

3 >1/2 max Vertical High Low Mountain GPS Jamming Parrot Peak Radar dish 25K to 20 degree

4 <1/2 max Vertical High Low Mountain GPS Jamming Parrot Peak Radar dish Co altitude

5 <1/2 max Vertical High Low Mountain GPS Jamming Parrot Peak Radar dish Co altitude

6 <1/2 max Vertical High Low Mountain GPS Jamming Parrot Peak Radar dish Co altitude

7 >1/2 max Horizontal High Low Mountain GPS Jamming Parrot Peak Building roof 25K to 20 degree

8 >1/2 max Horizontal High Low Mountain GPS Jamming Parrot Peak Building roof 25K to 20 degree

9 >1/2 max Horizontal High Low Mountain ~ GPS Jamming Parrot Peak Building roof 25K to 20 degree

10 <1/2 max Horizontal High Low Mountain GPS Jamming Parrot Peak Building roof Co altitude

11 <1/2 max Horizontal High Low Mountain GPS Jamming Parrot Peak Building roof Co altitude

12 <1/2 max Horizontal High Low Mountain GPS Jamming Parrot Peak Building roof Co altitude

13 <1/2 max Vertical Low Low Desert 2505 Sams Town T-Building Point Multiple/White Sands
14 <1/2 max Vertical Low Low Desert 2505 Sams Town T-Building Point Multiple/White Sands
15 <1/2 max Vertical Low Low Desert 2505 Sams Town T-Building Point Multiple/White Sands
16 >1/2 max Vertical Low Low Desert 2505 Sams Town T-Building Point Multiple/White Sands
17 >1/2 max Vertical Low Low Desert 2505 Sams Town T-Building Point Multiple/White Sands
18 >1/2 max Vertical Low Low Desert 2505 Sams Town T-Building Point Multiple/White Sands
19 <1/2 max Horizontal Low Low Desert 2505 Sams Small Building 1 Story Point Multiple/White Sands
20 <1/2 max Horizontal Low Low Desert 2505 Sams Small Building 1 Story Point Multiple/White Sands
21 <1/2 max Horizontal Low Low Desert 2505 Sams Small Building 1 Story Point Multiple/White Sands
22 >1/2 max Horizontal Low Low Desert 2505 Sams Small Building 1 Story Point Multiple/White Sands
23 >1/2 max Horizontal Low Low Desert 2505 Sams Small Building 1 Story Point Multiple/White Sands
24 >1/2 max Horizontal Low Low Desert 2505 Sams Small Building 1 Story Point Multiple/White Sands
25 <1/2 max Vertical Low Low Desert 2505 POL Coles Flat Point Laser CM and Flames
26 <1/2 max Vertical Low Low Desert 2505 POL Coles Flat Point Laser CM and Flames
27 <1/2 max Vertical Low Low Desert 2505 POL Coles Flat Point Laser CM and Flames
28 >1/2 max Vertical Low Low Desert 2505 POL Coles Flat Point Laser CM and Flames
29 >1/2 max Vertical Low Low Desert 2505 POL Coles Flat Point Laser CM and Flames
30 >1/2 max Vertical Low Low Desert 2505 POL Coles Flat Point Laser CM and Flames

D.4.2 Operational Test DOE (SUW)

Using DOE, the OT team extensively leveraged the knowledge base from previous
precision guided weapon system testing in developing the streamlined SUW test design. The
following assumptions provided the foundation for selecting the factors and levels for the
precision guided weapon system SUW test design:

. the weapon Launch Area Region (LAR), release and separation characteristics from
the launch aircraft, and warhead capabilities remained the same;

. the new seeker capabilities and limitations will be compared against the legacy
precision guided weapon system seeker.

The DOE factors included limitations of the legacy precision guided weapon system
seeker.

The precision guided weapon system SUW test design was created primarily for CC runs.
Replication was not used due to the large number of factors to be tested against and the difficulty
in performing each run.



Design of Experiments — Precision Guided Weapon Example

In addition to the CC SUW DOE matrix, data from two FF/live fire shots being
performed in IT and data from two FF/live fire shots being performed in OT will be evaluated
and compared with the results from CC runs. Each of the FF/live fire shots will have CC runs
performed prior to the weapon release. These CC dress rehearsal runs will occur on a flight prior
to the actual FF event. During the event for the FF/live fire shot, the profile will be flown CC a
few times to ensure everything is working properly. The data gathered during the dress rehearsal
and the CC runs prior to the launch will also be compared with previous data gathered during the
CC DOE matrix.

Table D-7 presents the factors for SUW during OT&E.
Table D-7. OT&E Factors and Levels for SUW

SUW DOE FACTORS (OT)

INTIAL FACTORS | ACCEPTED FACTORS LEVELS
< 1/2 Peak Rising - 1
Thermal Contrast > 1/2 Peak Rising - 2
Day/Night Sun Elevation > 1/2 Peak Setting - 3
Glint < 1/2 Peak Setting - 4

Night - 5

Small (<100 ft) & Slow (< 15 knots)

Target Speed Small (<100 ft) & Fast (> 15 knots)

Target Type

Target Size Large (>100 ft) & Slow (< 15 knots)
Large (>100 ft) & Fast (> 15 knots)
Threat WPN Range} e Sl <40 nm
Target Slant Range > 40 nm
Head (0)

Beam (90/270)

Target Aspect Target Aspect
arget Aspec } arget Aspec Qtr (45/135/225/315)

Tail (180)
TGT Maneuwering Yes
RFCM /]r Location Defenses
GPS Jamming
IRCM Yes
Camouflage :|> Seeker Defenses
Shipping presence No

RECORDABLE (NON-DOE)

Sea State Thermal Crossover Glint
Humidity
DEMO ITEMS
Multi-Weapons Datalink Source Weapon Datalink

D.4.2.1 Operational Test Power, Confidence, and Matrix for DOE Runs (SUW)

Using these factors and assuming a normal distribution, the design was created with JMP
for SUW using a D-optimal design for main effects and two-way interaction estimates. The
matrix created includes 80 runs using 80 percent confidence and yields a power of test of 99
percent to detect a 2 sigma change in performance for Target Range, Location Defenses, and
Seeker defenses. The power for Target Type and Target Aspect is 68 percent. The power for
Sun Elevation is 56 percent. The lower powers for the OT SUW factors are acceptable because
the DT&E and IT&E will provide amplifying information to the OT&E. If factors are deemed to
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be insignificant in testing preceding the OT&E the test design will be revised to optimize power
for the remaining factors in OT&E.

D.4.2.2 Additional SUW Runs

In addition to the 80 SUW test runs described above, a minimum of six CC runs will be
conducted as dress rehearsal runs for the two free flight/live fire shots against MMT targets and
then the two FF/live fire runs. The data will be recorded and compared to CC data. The
specifics of these runs will be detailed in the Test Plan. See Table D-8.

Table D-8. OT&E SUW Free Flight

OT SUW Free Flight Matrix
Sun Tot Datalink ... Location Seeker
Ru Elev. Aspect Tat Type Range Humidity Defenses Defenses Notes
65 2 Tail Large/Slow Long Low Yes Yes Dress
66 2 Tail Large/Slow Long Low Yes Yes Dress
67 2 Tail Large/Slow Long Low Yes Yes Dress
68 2 Tail Large/Slow Long Low NS Yes Free Flight
69 3 Beam  Small/Fast Short Low Yes Yes Dress
70 3 Beam  Small/Fast Short Low Yes Yes Dress
71 3 Beam  Small/Fast Short Low Yes Yes Dress
72 3 Beam  Small/Fast Short Low Yes Yes Free Flight

D.4.3 Operational Test Data Analysis (STW & SUW)

The overall results of the response variable will be compared against threshold values for
precision guided weapon system to support the resolution of COIs. ANOVA and regression
analysis will be performed based on the results of the OT testing. This analysis will be utilized
to understand system performance, the effects of the factors, and to provide tactical
recommendations to the fleet operator in employment of precision guided weapon system.

10
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(The following section would appear in the body of the TEMP for a Command and
Control System at MS C. Appendix material begins on page 4.)

3.2 Test and Evaluation Framework

The Operational Test Activity (OTA) will accomplish the following during integrated
testing:

. Determine if thresholds in the approved capabilities documents and COls have been
satisfied

. Determine Operational Effectiveness, Survivability, and Suitability of the system
under realistic operational conditions

. Assess the contribution of the system to combat operations

Provide additional information on the system’s operational capabilities and
limitations.

The OTA’s evaluation plan creates a framework and methodology for evaluating the
entirety of program data, obtained from late developmental testing, an operational assessment
and IOT&E. The evaluation plan is intended provide a transparent, repeatable, and defensible
approach to evaluation. The evaluation framework is captured in Table 3-1. The test team
developed the test strategy by employing Design of Experiments (DOE) to ensure that a rigorous
methodology supports the development and analysis of test results. DOE is used to design the
tests to evaluate the data fusion KPP and the three COls outlined in Table 3-1. A designed
experiment is used to determine the effect of a factor or several factors (also called independent
variables) on one or more measured responses (also called dependent variables). All COl DOEs
are designed with mission-oriented response variables. Each design will include an estimation of
the power of the test, which is included in the DOE Appendix. When gaps in the design are
identified, these gaps will be listed as limitations, and a risk assessment will be provided in the
appropriate Detailed Test Plan. In addition, the team will work with all appropriate parties to
determine the most appropriate way to mitigate and/or manage the risks.

The OTA intends to exercise the command and control system during multiple training
exercise (for a list of resources, see section 4.0) and dedicated test events. Real operators will
be using the system for all tests where the data is considered in the evaluation of the COls and
data fusion KPP.

The Integrated test team has identified the response variables, factors and levels that will
be exercised during each event in Table 3-2 to 3-5. The exact test size, experimental design,
including expected trial replications, and confidence and power levels are outlined in the DOE
Appendix. The identified confidence level and power are the maximums expected in a
completely randomized event, due to restrictions in randomization. The major risk of not
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completely randomizing the design is that some factors may become confounded with
uncontrollable variables. The OTA will work to avoid any obvious confounding of variables.
Data collected in training exercise will be supplemented by dedicated test events to mitigate any
risks of data loss due to exercise objectives.

Table 3-2. Overview of DOE Strategy to Assess the Data Fusion KPP

Test Phase
DT OA 10T
Critical Responses > Track Accuracy, Track Accuracy, Track Accuracy,
Timeliness, and Timeliness, and Timeliness, and
Completeness Completeness Completeness
Factors Factor Levels
Categorical Factor
] with 5 levels:
Connection Sv* SV Record*
JREAP A/B/C,
Link-16, CTN
SV (simulated tracks
Number of | Low, Threshold, | &, sV in addition to live
Tracks Objective
tracks)
Tvpe of Real time, Near
yp real time, non-real SYY] )Y/ Record
Track time

*Factors labeled systematically vary (SV) will be included in the DOE for data fusion.
The data fusion DOE will be primarily executed in DT and the OA, 10T data will be used to
confirm the results from DT and OT. If major configuration updates are made to the system
between the OA and 10T, the factor management strategy for OT may need to be updated.

Tables 3-3 and 3-4 follow a similar format to Table 3-2 but are specific to each agency’s
respective mission.

Finally, a minimum of 3,000 hours of operation, equally spread across all three of the
agencies employing the system are required to evaluate RAM and Ao requirements. These
operation hours will be collect across late DT testing, the operational assessment, and the
IOT&E. In order for the hours to count in the operational suitability assessment the system must
be in a near final configuration and operated by operationally representative users.

Table 3-3. Overview of DOE Strategy to assess COI 1: System’s ability to support
mission of agency 1.

Test Phase
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DT

OA

10T

Critical Responses >

1.Response time for
critical information
download/upload.

1.Response time for
critical information
download/upload.

1.Response time for
critical information
download/upload.

2.Number of 2. Rating of ability to | 2.Rating of ability to
missions control aircraft. control aircraft.
successfully
controlled. 3._Nu_mber of 3.Number of
missions missions
successfully successfully
controlled. controlled.
Factors Factor Levels
Mission Load | Standard, High SV SYY SV
SV (simulated tracks
Track density | Standard, High SYYJ SV in addition to live
tracks)
Mission Short (4 hours), 24
Duration hour operations SV SV SV
Configuration Small, Medium, HC (Small) HC (Medium) HC (Large)

Large

Environment

Desert, Hot &
Humid, Cold

HC (Desert)

HC (Hot & Humid)

HC (Desert)
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Sample DOE Appendix — Design of Experiment for COls and Data Fusion KPP

Data Fusion KPP

Response variables

The data fusion KPP will be evaluated using the following critical measures, which have
threshold requirements:

e Track Accuracy
e Track Completeness

e Track Timeliness

Factors
The following factors were considered for the data fusion KPP:
e Connection Method (JREAP A/B/C, Link-16, CTN)

o Connection methods will be used both independently and simultaneously to assess
an interoperability issues that may result

e Number of tracks (Low, Threshold, Objective)

e Type of Tracks (Real time, Near real time, Non-real time)

Table D-1 below provides the experimental design along with replications for achieving
high power at the 95% confidence level to detect significant differences in factor levels. The
power for detecting differences in the outcome based on the connection method is 91%, the
power for detecting differences in the outcome based on the number and type of track is 99%.
This design will be executed between both the developmental testing and the operational
assessment. Half of each of the four runs will be conducted in DT, the other half will be
conducted in the operational assessment. If for any reason this testing is not completed in DT
and the OA it will be completed in the OT.

Table D-1. Experimental Design for Data Fusion KPP

Connection Method

Number Track JREAPA | JREAPB | JREAPC | Link-16 CTN All Links
Tracks Type
Low Realtime | 4 4 4 4 4 4
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Near-real | 4 4 4 4 4 4
Non-real 4 4 4 4 4 4
Real time 4 4 4 4 4 4
Threshold Near-real 4 4 4 4 4 4
Non-real 4 4 4 4 4 4
Realtime | 4 4 4 4 4 4
Objective Near-real | 4 4 4 4 4 4
Non-real 4 4 4 4 4 4

Figure D-1 shows power as a function of the number of replicates for each condition.
Four replicates provide adequate power at the 95% confidence level to assess the data fusion
KPP across all test conditions.

Power Analysis for Data Fusion KPP
(95% Confidence Level)

0.6 /

@
z 7/
a 04
0.2
0
0 2 4 6 8 10

Number of Replicates

Figure D-1. Power Analysis for Data Fusion KPP

A similar discussion should follow for each of the additional COls including the
responses, factors, a proposed experimental design, and rational for the number of test points.
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Guidance

End-to-end testing is the logical means to conduct a mission-based evaluation. End-to-
end testing is easiest thought of as testing a mission thread. Mission threads result from a careful
analysis of a unit’s mission using the system and can be derived from the Joint Mission Essential
Task List, from the Component-specific Mission Essential Task List, Concept of Employment
(CONEMP), or the Army’s Operational Mission Summary/Mission Profile (OMS/MP). The
threads should make operational sense and evaluate the intended operational mission from
beginning to end. The end-to-end evaluation of each mission thread should rely on testing that
includes the entire thread in a single operational event. For example, a rocket or missile end-to-
end test would include acquiring the target, passing the target information to a launch platform,
firing the rocket or missile, hitting the target, and achieving the intended level of damage.

End-to-end testing is not just interoperability testing; it is simply not enough to verify that
critical information can pass throughout the mission thread. The end-to-end evaluation must
assess the quality and timeliness of the information as well as the success of mission outcomes.
For example, the evaluation of a munition should address the ability of targeting systems to
provide accurate and timely targeting data as well as evaluation of whether the intended target is
hit and destroyed. The evaluation of a sensor platform should address the unit’s ability to provide
timely, accurate, and actionable information to the end user. The evaluation of a ship or aircraft
should include the performance of all onboard and other supporting systems as well as evaluation
of successful mission outcomes.

If it is not possible (due to cost or safety issues) to include all aspects of a mission in a
single operational end-to-end test, separate portions of the mission threads can be included in
multiple test events. Each of these events should include some overlap, so that the start of test B
includes the end of Test A. Conditions affecting mission performance should be duplicated in
overlapping events as much as possible. Each test of the thread parts should be operationally
representative and all should represent similar operational environments and threats. If separate
test events are used, the TEMP should explain why it is not possible to conduct the end-to-end
mission in a single event; this is a test limitation, and the TEMP should discuss how this
limitation is likely to affect the evaluation, and how the limitation will be mitigated.

For munitions, the end-to-end test can become a critical part of the LFT&E strategy. In
an end-to-end test, the target aimpoint is selected operationally. Including this data increases the
operational realism of the LFT&E. To be used as part of the LFT&E, full-up munitions must be
used, targets must be realistic, and a damage assessment must be completed.

Systems often rely on other systems to complete missions. For these system-of-systems,
the test and evaluation should address the impact of all systems to the mission, not just the
system under test. It is possible that the system under test meets its requirements, yet cannot
accomplish its mission due to the performance of another system.
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For system-of-systems, end-to-end testing will involve systems other than the system
under test. This can complicate test coordination when the additional systems are under the
control of another program office. In these cases, DOT&E may require:

. That the availability of the critical system be included among the entrance criteria

TEMP coordination signatures of the project office(s) responsible for the supporting
system(s)

References

Reporting of Operational Test and Evaluation Results, DOT&E, January 6, 2010

Examples
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End to End Testing — Examples

Cargo Aircraft Example

3.4 Operational Evaluation Approach. Operational testing of the C-100 cargo aircraft
will employ the mission profiles as required by the CPD and described below. The missions will
demonstrate delivery of time-sensitive/mission-critical supply items and/or personnel over
operational/tactical distances to forward-deployed forces in remote and austere locations.
Approximately 50 missions will demonstrate all variations of the mission profiles. Missions will
include short notice logistical re-supply, casualty evacuation, troop movement, and aerial
sustainment. The C-100 will operate to and from smaller, unimproved tactical landing strips and
improved airfields up to the maximum cargo gross weight. The C-100 will be off-loaded to
tactical rotary-wing aircraft and ground vehicles to demonstrate transloadability at Forward
Operating Bases (FOBs) located near supported tactical units. The ability to rapidly reconfigure
the C-100 will be evaluated. To evaluate adverse weather capability, the C-100 will conduct
missions during day, night, night vision goggles (NVG), Visual Meteorological Conditions
(VMCQC), and Instrument Meteorological Conditions (IMC).

The first three mission profiles (Mission profiles are described in an Annex) will be
flown under day/night/NVG conditions to improved and unimproved runways, carrying various
load configurations (463L pallets, troops, and vehicles), and will require 20 missions and
approximately 64.0 flight hours.

Mission profiles 4 and 5 will include aircraft reconfiguration for aeromedical evacuation.
Missions will be flown under day/night/NVG conditions to improved runways carrying various
load configurations (463L pallets, troops, vehicles, and litter patients), and will require 16
missions and approximately 48.0 flight hours.

Mission profiles 6 and 7 will demonstrate single and multiple airdrops (four static line
airlifts with door bundles and static line paratroop drops, and four military freefall airlifts).
Airdrop missions will be flown under day/night/NVG conditions and will require eight missions
and approximately 30 flight hours to demonstrate.

Mission profile 8 will demonstrate aerial sustainment under day/night/NVG conditions to
improved runways, and will require approximately five missions and 34 flight hours.

Mission profile 9 will demonstrate self-deployment under day/night, visual flight
rules/instrument flight rules (VFR/IFR), and will require one mission and approximately 40
flight hours.

Army Munition Example

3.4 Operational Evaluation Approach. The guided missile will be evaluated end-to-
end. It is not possible to conduct the end-to-end mission in a single event due to availability of
the unit, availability of real-time imagery of the test area, and delays between firing missions
caused by the need to collect target data. Instead, the evaluation will be based on two operational
events. The ground IOT&E will test the ability of a fire support unit to plan, target, and execute
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guided missile missions. The flight IOT&E will test the unit’s ability to fire guided missiles and
examine the missile’s effects on actual threat targets. During the ground phase, an operational
unit will target and execute guided missile missions while executing other missions at an
operational pace. Using satellite imagery of the actual test targets, the unit will mensurate the
image using fielded equipment to estimate the target’s location. Using fielded command and
control equipment, the unit will determine the number of missiles and aimpoints. The mission
information will be sent through the command and control chain to the launcher, which will dry-
fire the missile. The flight phase will execute the missions generated during the ground phase.
The test officer will digitally send a fire mission with aimpoints and number of missiles
(determined in the ground IOT&E) to a battery command post. The battery will forward the fire
missions to the launcher, which will move to a launch point and, after a brief safety delay, fire
the missiles. The flight phase targets are threat-representative targets with threat-approved
countermeasures. The Army Research Laboratory will conduct a damage assessment for each
mission. The assessments are a critical component of the LFT&E strategy.

Details of the ground IOT&E, flight IOT&E, and LFT&E would be provided in other
sections of the TEMP.
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Summary

Force Protection attributes are those that contribute to the system’s ability to protect its
occupants and crew from the effects of threats likely to be encountered in combat. These threats
often go beyond what is outlined in system requirements documents. For manned systems and
systems designed to enhance personnel survivability on Live Fire Test and Evaluation (LFT&E)
oversight, the critical LFT&E issues must include an evaluation of the vulnerability of its
occupants to threats likely to be encountered in a combat environment. Personnel vulnerability
should be addressed through dedicated measures of evaluation, such as "expected casualties"
supported by specific details on the type and severity of injury, as well as the potential
operational impact of such casualties on the ability of the platform to accomplish its mission
after a threat engagement, when appropriate. Force protection must be addressed even in cases
where the platform cannot survive.

Key Performance Parameters (KPPs) for force protection are required for all manned
systems and systems designed to enhance personnel survivability, when those systems may be
deployed in an asymmetric threat environment. Although force protection is a primary issue for
programs on LFT&E oversight, evaluation of force protection may